
Image and Vision Computing xxx (2016) xxx–xxx

ARTICLE IN PRESS
IMAVIS-03561; No of Pages 10

Contents lists available at ScienceDirect

Image and Vision Computing

j ourna l homepage: www.e lsev ie r .com/ locate / imav is

Statistical non-rigid ICP algorithm and its application
to 3D face alignment�

Shiyang Chenga,*, Ioannis Marrasa, Stefanos Zafeirioua, Maja Pantica, b

aDepartment of Computing, Imperial College London, United Kingdom
bEEMCS, University of Twente, Netherlands

A R T I C L E I N F O

Article history:
Received 3 October 2015
Received in revised form 13 October 2016
Accepted 14 October 2016
Available online xxxx

Keywords:
3D face alignment
Statistical shape model
Non-rigid ICP algorithm
BU-4DFE database
FRGC v2 database

A B S T R A C T

The problem of fitting a 3D facial model to a 3D mesh has received a lot of attention the past 15–20years. The
majority of the techniques fit a general model consisting of a simple parameterisable surface or a mean 3D
facial shape. The drawback of this approach is that is rather difficult to describe the non-rigid aspect of the
face using just a single facial model. One way to capture the 3D facial deformations is by means of a statistical
3D model of the face or its parts. This is particularly evident when we want to capture the deformations of
the mouth region. Even though statistical models of face are generally applied for modelling facial intensity,
there are few approaches that fit a statistical model of 3D faces. In this paper, in order to capture and describe
the non-rigid nature of facial surfaces we build a part-based statistical model of the 3D facial surface and we
combine it with non-rigid iterative closest point algorithms. We show that the proposed algorithm largely
outperforms state-of-the-art algorithms for 3D face fitting and alignment especially when it comes to the
description of the mouth region.

© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Three-dimensional representation of face has always been a valu-
able source for face recognition and facial behaviour analysis. The
huge descriptive power and rich shape variation of 3D human face
make it much more informative than the corresponding 2D projec-
tion. Due to its complex nature, the structure and topology of the
3D facial scan varies from frame to frame. To obtain a relatively
consistent facial representation, it is always preferable to use a 3D
deformable facial model. Thus, the building and fitting of the 3D
deformable model becomes a key step in retrieving 3D facial infor-
mation, and not surprisingly, it has received a lot of attention in
the past decade [1–8]. Owing to the recent development on cost-
effective depth cameras, such as Kinect 2, Creative Senz3D™ and
Intel® RealSense™ Camera (F200), further attention has been drawn
on this field of study.

3D face fitting, also referred to as 3D face registration [5,8,9] in
the literature, aims at aligning two sets of point clouds or meshes,
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and overlapping the face template as close as possible with the tar-
get surface (i.e. facial scan). In the scope of 3D deformable model
fitting, the face template refers to the 3D deformable face model. 3D
Morphable Model (3DMM) [1] is the most commonly used technique
to introduce prior knowledge on 3D human face. 3DMM has been
widely adopted in various 3D fitting methods [2,10-12], since it can
well estimate an unseen 3D facial shape by solving the shape, tex-
ture, pose and illumination parameters simultaneously. Fitting of 3D
facial models is very important, since they can be used to identify
particular facial landmarks or to recognize and define facial defor-
mations that benefits face recognition [3,13] and facial performance
transfer [14]. Furthermore, accurate fitting and modelling of human
expressions is able to boost the performance of facial expression
recognition[15–17].

Despite the importance, the majority of existing methodolo-
gies use just a simple pre-defined mesh model, parameterised or
not, to fit a target mesh [2,3,5,8,11,18]. In [2,11], in order to han-
dle recognition under different pose and lightening conditions, a
3DMM that separates parameters for shape, head pose and illumi-
nation is employed. Inspired by this, Amberg et al. [10] developed
an expression-invariant 3D face recognition algorithm, in that, they
fit an identity/expression separated 3DMM to the facial scan and
normalize the resulting face by removing the pose and expression
components [10]. Unfortunately, these methodologies may fail to
describe properly the complex, non-linear and highly deformable
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structure of the face. Especially when fitting the data captured by
high-resolution face capturing system, such as Di3D (Dimensional
Imaging [19]), the results are likely to be over-smooth and thus lose
important facial details and micro-expression.

In this paper, we examine the problem of fitting a 3D facial
models to high-resolution depth scan. Our key contribution is a
new active method for describing and fitting 3D faces, which is
achieved by learning a set of local statistical model for facial parts,
and combining them with the non-rigid Iterative Closest Point (ICP)
algorithm [5]. Besides it, we propose a dynamic local fitting pro-
cedure that makes full use of dynamic subdivision framework. To
this end, we successfully adopt the proposed active method in the
fitting procedure, and show that it manages to accurately model
the subtle facial feature. Additionally, we provide a point-driven
mesh deformation procedure in the data pre-processing stage that
helps to prevent incorrect facial part fitting. It deforms 3D template
model under the guidance of the state-of-the-art 2D face alignment
algorithm [20].

The remainder of the paper is organized as follows. Section 2
gives a brief introduction to the existing works that are related to
this paper, and a short discussion over the merits and demerits of
them. Section 3 explains our dynamic subdivision framework as well
as the local fitting procedure. Next, in Section 4, we describe the pro-
posed novel Active Non-rigid ICP algorithm. In Section 5, we show
the results of our experiments followed by an in-depth discussion.
Lastly, we conclude the paper in Section 6.

2. Related work

Various 3D face fitting methods have been proposed to address
specific problems in different scenarios, such as the situation with
high-resolution data [3], partial range scan [5,21,22] and normal
maps [23]. In this section, we will give a brief introduction to
different kinds of 3D fitting algorithms.

2.1. Annotated deformable model fitting

Passalis et al. [3] proposed a deformable fitting framework based
on AFM (Annotated Face Model) [18,24], which has been one of the
state-of-the-art 3D fitting methods for face recognition. This method
defines mass matrix M, damping matrix D and stiffness matrix K to
control the deformation of template. In this physics-based model, the
mass and damping matrix relate to the kinetic energy and energy
dissipation, while the stiffness matrix K represents the strain energy,
which determines the elastic properties. Assume that q denotes the n
degrees of freedom in the template model, its analytical formulation
can be written as:

M
d2q
dt

+ D
dq
dt

+ Kq = fq,

and fq describes the external force that is proportional to the
Euclidean distance between each vertex in limit surface and its
closest point in target mesh. To deform the template, an external
force that is proportional to the Euclidean distance between limit
surface and closest points in target mesh is defined. The resulting
cost function is solved using Finite Element Method (FEM) approxi-
mation.

In order to increase flexibility and scalability subdivision sur-
faces [25] were used in [3]. The model was further used to describe
3D faces in various poses by exploiting the fact that faces are approx-
imate symmetric [26]. The model was particular effective for captur-
ing faces for the purposes of face recognition and verification, due to
the fact that fitting relayed of deforming a single facial template, in
many cases, it was unable to capture facial deformations due to facial

expressions [27]. In [27] in order to better capture facial expressions
an extra fitting strategy using Thin Plate Splines (TPS) was applied.

2.2. Non-rigid iterative closest point

Another family of 3D fitting algorithms that uses a single template
is non-rigid ICP (Iterative Closest Point), where correspondence of
points is found by a search based on spatial proximity, and the
transformation of each point is modelled by general deformation.
The main challenge of non-rigid ICP is how to tackle the high-
dimensional optimization problem for local deformations while pre-
serving the convergence properties. Hahnel et al. [28] proposed a
hierarchical method that firstly fits a skeleton structure to the scan
points and then aligns local parts. Allen et al. [6] assumed an affine
transformation at each point of the template mesh to allow non-rigid
registrations of full-body scans to a high-resolution template. Similar
to this approach, the optimal non-rigid ICP (NICP) step proposed by
Amberg et al. [5] assumes local affine transformation for each vertex,
additionally it defines a series of stiffness weights to regularize the
deformation. NICP has demonstrated fast convergence and reliable
fitting on a number of examples. However, since the NICP optimiza-
tion is essentially solving a linear system, it remains as a question
whether the system is solvable or not for very dense template.

2.3. Statistical shape models fitting

Owing to the representative power and generalization
ability of statistical shape models [1,2], various works have
successfully employed statistical shape prior in non-rigid registra-
tion [7,8,10,29-31]. Albrecht et al. [29] proposed to use Tikhonov
regularization that is based on a statistical deformation model to reg-
ularize the shape. Bolkart and Wuhrer [32] proposed to separately
model the motion of 3D facial shape and its identity in a multilinear
statistical model. Schneider et al. [8] used a morphable model to
control the deformation, and jointly optimized the non-rigid param-
eters with the rigid pose in a unified ICP framework. Schneider et
al. [8] further extended to the problem of head scan registration [30].
Similar to [8,30], Amberg et al. [10] fitted the 3DMM to the weighted
correspondences that are retrieved by ICP algorithm. Pan et al. [7]
further defined the deformation offsets to each vertex of the shape,
and solved the offsets and non-rigid parameters alternately.

Statistical shape model has seldom been introduced to the non-
rigid ICP framework. Although NICP [5] is able to provide closely
fitted surface, it has weak constraint on the shape geometry, which
might lead to noisy fitting result and even non-face like fittings. Here,
we propose to incorporate statistical prior into the fitting procedure
of NICP [5]. The use of subspace essentially puts extra constraint
on the fitting procedure that preserves the structure of each face
part. Besides, the fitting directed by the linear face model is robust
to the noisy raw scan, leading to a smoother and finer represen-
tation of the target surface. We integrate the proposed fitting into
a dynamic subdivision framework, making it possible to accurately
capture the subtle details in a high-resolution facial scans. In addi-
tion, to assist our methods modelling facial expression, we provide a
point-driven mesh deformation procedure that generates deformed
reference shape based on robust 2D face alignment.

3. Dynamic subdivision framework

The core idea of our framework is to dynamically fit facial data
using a deformable 3D face model, and to provide an accurately
fitted surface. In contrast to previous works on 3D surface registra-
tion [3,18,24] that subsample the data using an annotated template
to gain efficiency, our method starts from a sparse level and dynam-
ically propagates to subsequent levels, in which the fittings are
performed locally to model regional deformation. We argue that the
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subsampling step sacrifices the fitting accuracy, thus loses essential
details (for example, wrinkles in the forehead) for the subsequent
expression recognition task. Our framework mainly consists of three
processing stages: (1) Point-driven template deformation; (2) Rigid
alignment; (3) Local deformable model fitting.

3.1. Point-driven template deformation

Our fitting starts from annotated model of the face (AFM) [18,24],
which is segmented into several parts according to the facial phys-
iology information [18,24]. Each part groups the vertices that have
the most common characteristics and movement, therefore, lowers
the difficulties of local surface registration. For the purpose of local
fitting, we further manually segment the subdivided AFM (see Fig. 1
for details).

A natural problem of using AFM is that, for the exaggerated
expression like surprise, final annotated parts tend to lose original
physiology meaning. Specifically, the detected mouth frequently lies
in between nose and upper lip. This is because the initial position of
mouth hardly covers the entire region, leading to a false preliminary
correspondence retrieved by closest points matching. Even though
with predefined expression-wise AFMs, this problem can hardly be
solved, since the valence and arousal of emotions vary from time to
time, thus expression-wise templates simply cannot cover them.

To tackle this problem, in [33], based on the locations of the
known landmarks in a database, they predict the landmarks on
the unseen scan, and fit the expression using a blendshape model
under the guidance of those predicted landmarks. Inspired by
it, we propose to deform AFM based on the fitting of 2D face
alignment. Considering the robustness and efficiency of 2D face
alignment [20,34,35], it is reliable to deform the mesh under the
guidance of 2D fitting. Therefore, we use publicly available Chehra
face tracker [35], and perform fitting on the color image of 3D scan.

To deform a 3D model, we retrieve the corresponding 3D coor-
dinates of 2D fitting in the raw scan. Based on the 2D annotation
scheme, we annotated 33 landmarks as the anchor points on the
AFM (Fig. 2), note that we excluded all boundary points since they
are generally noisy. Besides, we interpolated new landmarks to avoid
irregular deformation. In the existing work of point-driven facial ani-
mation, RBF network [36,37] is trained to map the source points to
the template mesh so as to maintain the topology of template. How-
ever, in our case, it is beneficial to keep the structure of target face,
hence, we only perform rigid alignment instead.

For mesh deformation, we employ bounded biharmonic blend-
ing [38], in which the blending weights are obtained when minimis-
ing the Laplacian energy subject to bound constraints.

Fig. 1. Annotated areas for different levels of AFM [18,24]. (a) The starting level,
without subdivision and segmentation; (b) First subdivision level, with 6 annotated
face parts (cheeks are combined into one part); (c) Second subdivision level, with 13
individual parts.

Fig. 2. Procedure of feature point-driven mesh deformation.

3.2. Rigid alignment

To provide a good initialization for subsequent fittings, we per-
form a multi-stage alignment as in [13]. This procedure aligns the
facial data with the annotated model, during which a rigid trans-
form would be estimated. There are three steps in the multi-stage
alignment [13], with each step taking the result of previous step as
input.

3.2.1. Spin Images
Spin Images [39] encodes the global properties of any surface

in an object-oriented coordinate system where the description of a
surface is view-independent. This algorithm is useful for correcting
rotation under the premise that arbitrary rotations and translations
in the database do not exist. Hence, our first step is to match the spin
images of selected raw data points to those of the model points, and
finds the initial correspondence between them. After the correspon-
dence is established, a plausible transformation would be computed
and verified.

3.2.2. Iterative Closest Point (ICP)
ICP [40] is the main step in our rigid alignment procedure. Given

two fixed point clouds the source and target, ICP iteratively revises
the transformation (combination of translation and rotation) to min-
imise the distance between them. Here, the boundary points on the
target surface are disregarded, hence, residual error from the non-
overlapping part of two clouds would not be counted. A trimmed ICP
algorithm [13,41] is used when ICP fails to generate a satisfied result.

3.2.3. Simulated annealing on z-buffers
To refine the alignment result given by previous two steps, min-

imisation in the differences between the model and data on z-buffers
is performed. Z-buffer is essentially resampling the data without any
use of triangular mesh information, this optimization could achieve a
very high accuracy. Instead of using an exhaustive search, Enhanced
Simulated Annealing (ESA) [42,43] is adopted to find the global
minimum. Simulate Annealing (SA) is a probabilistic technique for
estimating the global optimum of a cost function. The procedure
of lowering temperature in SA process can be interpreted as low-
ering the probability of reaching a worse solution. Comparing with
the original SA method, ESA introduces an adaptive cooling scheme
to adjust the decreasing rate of probability based on the previous
solution.
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3.3. Dynamic subdivision for face fitting

The next stage is dynamic fitting on the rigidly aligned face. It
starts with the deformed AFM (i.e. the model shown in Fig. 1 (a)),
with which we perform a NICP [5] fitting to roughly match the target
surface. After this, we subdivide the fitted model using Loop subdivi-
sion [44]. Since the subdivided meshes always have identical number
of vertex and topology as the corresponding AFM (shown in Fig. 1 (b)
and (c)), it is straightforward to identify each facial part by our pre-
defined segmentation and perform a local fitting for each individual
part. Thanks to the sufficient denseness of second level, we only need
to perform such divide-and-fit operation for two levels. In this paper,
we propose the Active Non-rigid ICP that incorporates statistical
shape prior during the fitting, which we will explain in Section 4.

3.3.1. Loop subdivision
Different from regular parametric surface splines (e.g. B-spline,

Bezier and NURBS), subdivision surface can handle shapes of arbi-
trary topology, and offer smoothness, flexibility and scalability [45].
Starting with a given polygonal mesh called controlmesh, it sub-
divides the mesh following a refinement scheme. Based on the
neighbouring old vertices, new vertices and faces are created.
Existing subdivision schemes can be grouped into two categories:
approximating and interpolating subdivision techniques. In gen-
eral, approximating subdivision offers greater smoothness. Typical
approximating subdivision are Catmull-Clark [46] and Loop [44]
schemes.

In this paper, we use Loop subdivision scheme [44] for its simplic-
ity and efficiency. This method could work on the triangular mesh
that has extraordinary vertex (valence �= 6), to compute the new ver-
tex, it only uses the vertices lying within one-neighbourhood area
of this vertex. It could produce a limit surface with C2 smoothness
everywhere except at extraordinary points, where only C1 continuity
is guaranteed.

3.3.2. Dynamic local fitting
We follow a coarse-to-fine approach for the fitting procedure.

After the initial NICP [5] fitting, we apply subdivide the fitted holistic
AFM (as shown in Fig. 1 (a)) to obtain the initial template model for
the first subdivision level. Considering the large number of vertices
in the subdivided model, it is neither efficient nor feasible to per-
form the same global fitting. Therefore, we propose to fit such model
locally based on the predefined face parts (see Fig. 1 (b) and (c)). In
such, more local variations are likely to be captured, and thus leads
to a highly detailed representation of raw data. We repeat the same
procedure to the first level result for the second level fitting. To alle-
viate the boundary discrepancies between parts, we take the mean
value of the shared boundary vertices. In the next section, we will
describe the method used for the local fitting.

4. Statistical Non-rigid ICP algorithm

To capture more local variations, we perform local fitting based
on the segmented template of subdivision levels. Inspired by the
recent success in region-based face modelling [31], we employ a sta-
tistical shape model in non-rigid ICP algorithm (see Section 5 for
details of shape model building), and propose to solve the optimal
mesh controlling parameters in an alternating manner. We refer
to this method as Dynamic Active Non-rigid ICP (DA-NICP) in this
paper.

4.1. Local face part modelling

We denote the model with N vertices V and M edges E by
S = (V ,E), and the target surface by T . Assume that we have P

independent parts for the current face template V = {vi}P
i=1, the ith

part vi can be modelled by the following equation:

vi = Bici + mi, (1)

where vi ∈ R4N×1 that contains 3D coordinates (x, y, z) plus homo-
geneous coordinates of all vertices for the corresponding part; Bi ∈
R4N×h consists of h linear bases of the PCA model, mi ∈ R4N×1 is
the mean value, and ci ∈ Rh×1 is the latent variable controlling
deformation of the model. By solving for the optimal parameter ci,
the local face region can be faithfully reconstructed and used in the
subsequent fitting steps.

In this paper, there will be two groups of local face part models.
The first group consists of 6 local part models which model the first
subdivision level, and the second ones consist of 13 part models for
the second subdivision level.

4.2. Active non-rigid ICP formulation

The goal of our fitting is to find a set of affine parameters X =
{Xi}P

i=1 and non-rigid parameter C = {ci}P
i=1 such that for each face

part the displaced source vertices V({Xi, ci}P
i=1) fit in the target sur-

face. The refined correspondence, together with {Xi, ci}P
i=1 and the

topology of model, form the parametric version of the 3D scan. Here,
Xi := [Xi

1 . . . Xi
ni

]T consists of an affine 3 × 4 transform matrix for
each template vertex.

Our energy function consists of a distance and a stiffness term.
The distance term measures the Euclidean distance between source
vertex and its closest vertex in target mesh. Given that we have the
non-rigid parameters and fixed correspondences between the tem-
plate vi and target ui (ui ∈ R3N×1) after the closest point matching
step for each part, the distance term is defined as:

Ed({Xi, ci}P
i=1) :=

∑
vi∈V

ni∑
j=1

∣∣∣∣∣∣Xi
jv

i
j − ui

j

∣∣∣∣∣∣2

=
∑
ci∈C

ni∑
j=1

∣∣∣∣∣∣Xi
j(B

i
jc

i + mi
j) − ui

j

∣∣∣∣∣∣2

=
P∑

i=1

∣∣∣∣∣∣X̃i(Bici + mi) − ui
∣∣∣∣∣∣2

F
, (2)

where

X̃i =

⎡
⎢⎢⎣

Xi
1

. . .

Xi
ni

⎤
⎥⎥⎦ ,

and Bi
j ∈ R4×h are the corresponding principle components for the

jth vertex in Bi = [Bi
1; Bi

2; . . . ; Bi
ni

]. Note that in [5], due to potential
missing data in the scan, a reliability weight is defined for each cor-
respondence pair to improve the robustness. Since the use of linear
shape model helps to regularize the fitting, we choose not to include
this additional weight here.

The stiffness term penalises differences between the transforma-
tion matrices assigned to neighbouring vertices, therefore, enforces
a constraint on neighbouring vertices. This term can defined as [5]:

Es({Xi}P
i=1) =

P∑
i=1

∣∣∣∣∣∣(Mi ⊗ Gi)Xi
∣∣∣∣∣∣2

F
. (3)

For the ith face part, Gi := (1, 1, 1,ci), ci is used to balance the
scale of rotational and skew factor against the translational factor.
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It depends on the units of the data and the deformation type to be
expressed. Mi is the node-arc incidence matrix of the template mesh
topology [5].

Combining Eqs. (2) and (3), the complete cost function can be
written as:

arg
X, c

min E
(
{Xi, ci}P

i=1

)
:= arg

X, c
min Ed + aEs

= arg
X, c

min
P∑

i=1

∣∣∣∣∣∣X̃i(Bici + mi) − ui
∣∣∣∣∣∣2

F
+ a

P∑
i=1

∣∣∣∣∣∣( Mi ⊗ Gi)Xi
∣∣∣∣∣∣2

F
. (4)

Here, a is the stiffness weight that influences the flexibility of
the template. This optimization problem is with regards to both the
affine parameters and non-rigid parameters of the statistical shape
model. Unfortunately, even though Eq. (4) is convex with regards
to either affine parameters or non-rigid parameters, it is not convex
on the combination. Hence, to account this problem, we propose to
solve the two sets of parameters in an alternating manner.

More specifically, given an initial estimate of non-rigid parameter
ci

0, we solve the optimal Xi
1 using Eq. (8). After obtaining the optimal

local affine transforms Xi
1, we find the optimal non-rigid parameters

ci
1 using Eq. (9). As such, for this iteration, the optimal Xi

1 and ci
1 are

considered to be found. Such alternating optimization for each face
part is described in Algorithm 1. We will describe the optimization
step for affine parameters and non-rigid parameter separately in the
following subsections.

Algorithm 1. Alternating optimization on Active Non-rigid ICP.

4.2.1. Local affine parameters optimization
In this part, we explain the optimization step for local affine

parameters in detail. Suppose that we have an initial estimate of non-
rigid parameter c0, and the current template v = Bc0 + m, Eq. (2)
can be rewritten as:

Ed

(
{Xi}P

i=1

)
=

P∑
i=1

∣∣∣∣∣∣X̃ivi − ui
∣∣∣∣∣∣2

F
. (5)

In order to differentiate this equation, we swap the position of
unknown term X and current vertices v to obtain a standard form. Let
us define a sparse matrix Di with diagonal blocks being the transpose
of each vertex vi

j, Eq. (5) can then be rearranged as:

Ed

(
{Xi}P

i=1

)
=

P∑
i=1

∣∣∣∣∣∣DiXi − ui
∣∣∣∣∣∣2

F
. (6)

After substituting the distance term in Eq. (4) with the above
Eq. (6), the original cost function becomes a differentiable quadratic
function:

EX

(
{Xi}P

i=1

)
=

P∑
i=1

∣∣∣∣∣∣DiXi − ui
∣∣∣∣∣∣2

F
+ a

P∑
i=1

∣∣∣∣∣∣(Mi ⊗ Gi)Xi
∣∣∣∣∣∣2

F

=
P∑

i=1

∣∣∣∣
∣∣∣∣
[
aMi ⊗ Gi

Di

]
Xi −

[
0
ui

]∣∣∣∣
∣∣∣∣
2

F

=
P∑

i=1

∣∣∣∣∣∣AiXi − ũi
∣∣∣∣∣∣2

F
, (7)

which is a well-known linear least square problem. The min-
imum occurs where the gradient vanishes, that is [∂EX/
∂X1; . . . ; ∂EX/∂XP] = 0. Thus Eq. (7) has closed-form solution for
each part:

Xi = (AiT Ai)−1AiT ũi (8)

Therefore, for each iteration, given a set of non-rigid parameters,
we determine the optimal deformation in the sense that it exactly
minimises the cost function for fixed stiffness and correspondences.

4.2.2. Non-rigid parameters optimization
Assume that we already have the optimal affine parameters

{Xi
1}P

i=1, we need to find the best {ci}P
i=1. To solve for the optimal

non-rigid parameters, we take the partial derivative of Eq. (4) with
regards to each ci and obtain the minimum when it approaches to
zero:

(
X̃i

1Bi
)T (

X̃i
1Bi

)
ci +

(
X̃i

1Bi
)T (

X̃i
1mi − ui

)
= 0,

yielding the closed-form solution,

ci = −
[(

X̃i
1Bi

)T (
X̃i

1Bi
)]−1(

X̃i
1Bi

)T (
X̃i

1mi − ui
)
. (9)

5. Experiments

Apart from visual comparison between fittings, we conduct three
experiments to provide quantitative measures of our proposed
dynamic Active Non-rigid ICP (DA-NICP) algorithm. To demonstrate
the advantage of putting subspace constraint on fitting, we introduce
D-NICP— a method similar to DA-NICP that uses dynamic subdivision
surfaces and perform local fitting, but with NICP [5] chosen as the
only fitting strategy. The third method to compare is the deformable
fitting with subdivision on AFM in [3] (we refer as FEM). To further
evaluate the impact of point-driven mesh deformation on modelling
facial expression, we perform the DA-NICP and D-NICP fitting with
deformed AFM (-PD) and with original AFM.

The first experiment shows that the proposed point-driven mesh
deformation helps to prevent incorrect fitting of mouth, thus D-
NICP-PD and DA-NICP-PD are able to cover the majority of mouth

Table 1
Mean S values of 100 annotated scans. The best performance
achieved is shown in bold.

Method Mean S value

FEM [3] 0.4086
D-NICP-PD [5] 0.2891
D-NICP [5] 0.3841
DA-NICP-PD 0.3058
DA-NICP 0.3688
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(a) FEM [3] Fitting Results.

(b) D-NICP-PD [5] Fitting Results.

(c) DA-NICP-PD Fitting Results.

Fig. 3. Sample fitting results with annotated mouth region highlighted (in blue).
(For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)

region. The second experiment is a facial expression recognition
(FER) experiment on BU-4DFE database [47]. This experiment proves
that an accurate fitting can benefit the recognition task (accurate
dense alignment is important for accurate face and facial expres-
sion recognition [15–17]), even when a simple feature extraction and
recognition method is used. In the last experiment, we evaluate the
face recognition performance of the proposed active NICP method on
the FRGC v2 database. This experiment aims at showing that our DA-
NICP method can improve recognition performance, since quality 3D
fittings is essential for face recognition [3,13].

In our experiments, we use the PCA models that are trained on
the D-NICP-PD fitting results of the BU-3DFE database [48]. We align
the instances of individual part and train a shape model on them,
keeping 95% of the variations. In total, there are two levels of shape
model — 6 models for the first subdivision level, and 13 models for
the second subdivision level.

Table 2
Classification rate (CR), and average F1-measure (F1) achieved with all the methods
and face regions (i.e. main face, mouth) in BU-4DFE (%). The best performance achieved
for each measure is shown in bold.

Method Main face Mouth

F1[%] CR[%] F1[%] CR[%]

FEM [3] 75.65 75.87 73.49 73.38
D-NICP-PD [5] 79.24 79.47 78.18 78.13
D-NICP [5] 76.50 76.74 74.74 75.05
DA-NICP-PD 80.94 81.16 80.44 80.41
DA-NICP 78.22 78.43 76.15 76.57

Fig. 4. Example residual error changes as the dynamic Active Non-rigid ICP (DA-NICP)
fitting of the upper lip part in the second subdivision level progresses.

5.1. Mouth coverage experiment

To evaluate the mouth coverage of proposed fitting procedures,
we select 100 scans that have exaggerated expressions of different
subjects in BU-4DFE [47] and we manually annotated the mouth
region. We extract the manually annotated (G) and detected (D)
mouth regions specified by the alpha hull and measure tracking
accuracy as S = 1 − A(D∩G)

A(D∪G) . A( • ) describes the 2D area of a region.
Note that the smaller S the more overlap we have. Table 1 shows the
percentages of covered area for different fitting methods. As can be
observed, both D-NICP-PD (0.2891) and DA-NICP-PD (0.3058) better
cover the mouth region than those without using deformed tem-
plates. The result suggests that the mesh deformation driven by 2D
face alignment greatly helps subsequent 3D fitting in locating cor-
rect face part. And this procedure can be highly efficient, hence, the
time taken in this stage can be neglected. See Fig. 3 for qualitative
examples of annotated mouth region.

5.2. Facial expression recognition on BU-4DFE database

Next, we conduct facial expression recognition experiment on
BU-4DFE database that consists of 4D faces (sequences of 3D faces),
with temporal and spatial resolution being 25 frames/second and
over 35,000 vertices, respectively. It includes 101 subjects each
containing sequences of the six prototypical facial expressions.
FER experiment on BU-4DFE is challenging, since more than one
instance per subject are labelled as a specific expression, while those
instances differ slightly from each other.

5.2.1. FER experiment protocol
We pick the apex frames for each sequence from temporal seg-

ment annotation provided in [16]. Due to the fact that each sequence
has different apex period, the numbers of instances per expres-
sion differ from each other. An imbalanced training set would affect
the quality of classifier, therefore, we trim the data for each apex
sequence and generate a balanced set that consists of roughly 6000
instances, with each expression having nearly 1000 instances. Based
on this data, we create a 10-fold partition, each time one fold is used
for testing, all the others are used for training. Note that our BU-
4DFE experiment is sequence-independent, which means the query
sequence never appears in the training set.

Table 3
Classification rate (CR), and average F1-measure (F1) achieved with all the methods in
coarse level fitting and face regions (i.e. main face, mouth) in BU-4DFE (%). The best
performance achieved for each measure is shown in bold.

Method (Coarse level fitting) Main face Mouth

F1[%] CR[%] F1[%] CR[%]

D-NICP-PD [5] 78.31 78.53 77.23 77.23
D-NICP [5] 75.78 76.07 74.03 74.56
DA-NICP-PD 79.24 79.62 78.93 78.87
DA-NICP 76.39 76.61 75.67 75.99
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Raw Scan FEM [3] D-NICP [5] DA-NICP D-NICP-PD [5] DA-NICP-PD

Fig. 5. Qualitative fitting results from BU-4DFE database. Each row shows examples from one of the six prototypical expressions (in order of angry, disgust, fear, happy, sad and
surprise). Column 1 shows the raw face scan, the second to sixth columns illustrate the shapes from the FEM, and the proposed approaches D-NICP, DA-NICP, D-NICP-PD and
DA-NICP-PD, respectively. Additionally, the 33 anchor points (as defined in Section 3.1) are plotted on the 3D mesh.

5.2.2. FER method
Based on the annotated parts, we extract the main face region

that contains eyes, mouth, cheeks and nose from the converted
depth image. In order to further demonstrate the advantage of using

the deformed AFM, we also conducted FER experiments using only
mouth region. We divide the extracted region into non-overlapping
blocks, for which HONV (Histogram of Oriented Normal Vectors) [49]
features are computed (to this end other simple histogram-based
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Table 4
Recognition rate (RR) achieved with FEM and DA-NICP method in
FRGC v2 (%). The best performance achieved for each measure is
shown in bold.

Methods FEM [3] DA-NICP

RR [%] 0.95 0.97

features can be used [50]). The final feature descriptor is the concate-
nation of feature vectors from the corresponding blocks.

Since the goal of our experiment is to compare different fitting
methods, it is less important to select between advanced recognition
methods. We choose the multi-class SVM classifier with one-against-
one approach [51]. Radial Basis Function (RBF) kernel is employed as
the distance metric. An empirical grid search is performed over the
parameters in RBF kernel.

5.2.3. Experiment result and discussion
Table 2 shows the performance measures of the five fitting meth-

ods. As can be observed, DA-NICP-PD consistently outperforms the
others in both main face and mouth experiments, achieving over-
all accuracies of 81.16% and 80.41% respectively. Not surprisingly,
owing to a better annotated mouth region, methods that utilize
deformed AFM (D-NICP-PD and DA-NICP-PD) gain more accuracy
than those with original template, and the margin can be 2.7% and
even higher. Although we expect a decreased performance when
using only mouth for FER, other than the huge decrease of FEM
(from 75.87% to 73.38%), all our methods drop less in performance.
In particular, DA-NICP-PD only drops 0.75% in accuracy.

Furthermore, it is important to notice that even without
deformed AFM, our fitting methods (D-NICP and DA-NICP) show
improvement of 0.87% and 2.56% correspondingly. It proves that a
more accurate fitting would benefit the FER, and the proposed fit-
ting methods manage to capture facial motion that is informative
for FER. However, an over detailed fitting as D-NICP will be sensi-
tive to the noise in scan, thus by reducing the motion caused by the
noise, DA-NICP achieves a better performance. In addition, DA-NICP
has very nice convergence properties. In Fig. 4, we show one example
of residual error changes as the fitting progresses. As can be seen,
the residual error monotonically decreases and gradually converges
to a minimum value. On average, the fitting of one facial part takes
around 50 iterations.

To show the advantage of propagating from the second level (i.e.
coarse level) to a third level in the hierarchy of subdivision surfaces,
we conducted FER experiment using the coarse level fitting results
from our proposed methods. Table 3 displays the FER performance
of each method with the second level fitting. As can be seen from
Tables 2 and 3, improvement from the second to the third level fitting
is significant, with the increase varying from 0.5% to 1.5% in classifi-
cation rate. Taking the proposed DA-NICP-PD method as an example,
the classification rate rises from 79.62% to 81.16% (using main face
feature), and rises from 78.87% to 80.41% with only mouth region
feature. This can be easily understood since more useful facial details
would be captured in the fine level fitting, and this should boost the
performance of expression recognition.

5.2.4. Visualization of fitting results
We show sample BU-4DFE fitting results of previously mentioned

methods, one example for each expression (see Fig. 5). We manu-
ally crop some images for a better demonstration. It is obvious to see
that the proposed methods model the face better than FEM, espe-
cially for mouth region, where FEM produces distorted and weird
shapes. For expression surprise (row 6), FEM fails to capture the chin
and full lower lip. Since our fitting procedures are dynamic, the tem-
plate would be stretched to cover the whole face, hence, we can fully
represent the original face structure. The main difference between

fittings with and without deformed AFM is the position of annotated
parts (we demonstrated it in previous experiment). In most cases,
without the deformed AFM, D-NICP and DA-NICP can still fit the
entire face, therefore, it is difficult to spot great difference from the
ones with deformed template in Fig. 5.

Comparing to FEM, the DA-NICP-PD and D-NICP-PD capture more
details including wrinkles and eyelids. This is because D-NICP-PD
has less constraint on the shape deformation, hence, allowing very
closely fitting to the scan surface. While DA-NICP-PD regularizes the
shape using PCA model, as a result, produces a relatively smooth
fitting. One major problem of D-NICP-PD is that the boundaries
between each face part are not very consistent, since the constraint
on the deformation of border vertices is weak. A typical example can
be found in surprise example (row 6, column 5) of D-NICP-PD, where
there are black holes around the mouth, this suggests inconsistency
between mouth and neighbouring parts.

5.3. Facial recognition on FRGC v2 database

In this experiment, we want to demonstrate that the proposed
Active Non-rigid ICP algorithm is not only capable of modelling facial
expressions, but also capable of capturing important facial details for
3D face recognition. We use the FRGC v2 3D face database [52] which
contains 3D face scans acquired using a Minolta 910 laser scanner
that produces range images with a resolution of 640 × 480 in pixels.
Here, we randomly select 200 neutral faces from 100 persons and
separate them into two sets (i.e. train and test set), with each set con-
taining one image from all 100 persons. We fit all the images using
both FEM and the proposed active method (DA-NICP), and perform
face recognition on the test set. In [17], the authors show that the
normal azimuth angles combined with Principal Component Anal-
ysis (PCA) using a cosine-based distance measure can be used for
robust face recognition from facial surfaces. Motivated by this work,
we compute the azimuth angles of vertex normals and choose the
absolute angle difference as the distance metric. Table 4 shows the
recognition rates of both methods. Comparing with the 95% obtained
by FEM, the proposed DA-NICP method achieves a recognition rate
of 97%, which is a very strong evidence that a better modelling of 3D
facial details leads to a better performance in the 3D face recognition
task.

6. Conclusion

We propose a dynamic local fitting procedure that gains benefits
from dynamic subdivision framework, and show how to adopt the
NICP algorithm to our procedure. The proposed fitting procedure is
shown capable of modelling subtle facial details. More importantly,
we present a statistical model for describing the faces and we com-
bined it with NICP for 3D face alignment. We have shown that the
proposed algorithm largely outperforms state-of-the-art 3D facial
deformable models, such as the ones that use Finite Element Meth-
ods (FEM), especially when it comes to the description and alignment
of the mouth region. Furthermore, to avoid incorrect fitting of face
part (especially mouth), we propose a pre-processing procedure
where the feature points, taken from a robust 2D face alignment pro-
cedure, are employed to deform template. Extensive experimental
results on face expression recognition and face identification verify
our theoretical expositions.
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