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Abstract 
 

Laughter is clearly an audiovisual event, consisting of the laughter vocaliza- 

tion  and  of  facial  activity,  mainly  around  the  mouth  and  sometimes  

in  the upper face.  A major obstacle in studying the audiovisual aspects of 

laughter 

is  the  lack  of  suitable  data.   For  this  reason,  the  majority  of  past  

research 
 

on  laughter  classification/detection  has  focused  on  audio-only  

approaches. 
 

A  few  audiovisual  studies  exist  which  use  audiovisual  data  from  

existing corpora  of  recorded  meetings.   The  main  problem  with  such  

data  is  that they usually contain large head movements which make 

audiovisual analysis very difficult.  In this work, we present a new publicly 

available audiovisual database, the MAHNOB Laughter database, suitable 

for studying laughter. 

It contains 22 subjects who were recorded while watching stimulus material, 

using two microphones, a video camera and a thermal camera.  The 

primary goal was to elicit laughter, but in addition, posed smiles, posed 

laughter, and speech were recorded as well.  In total, 180 sessions are 

available with a total 

duration of 3h and 49min.  There are 563 laughter episodes, 849 speech utter- 
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ances, 51 posed laughs, 67 speech-laughs episodes and 167 other vocalizations 
 

annotated  in  the  database.  We  also  report  baseline  experiments  for  

audio, visual  and  audiovisual  approaches  for  laughter-vs-speech  

discrimination  as well as  further  experiments  on  discrimination  between 

voiced laughter,  un- voiced  laughter  and  speech.  These  results  suggest  

that  the  combination  of audio  and  visual  information  is  beneficial  in  

the  presence  of  acoustic  noise and  helps  discriminating  between  

voiced  laughter  episodes  and  speech  ut- terances.  Finally,  we report 

preliminary experiments on laughter-vs-speech discrimination based on 

thermal images. 

Keywords: laughter, audiovisual, thermal, database, audiovisual automatic 
 

laughter-speech discrimination 
 

 
 

1.  Introduction 
 

 

Laughter  is  an  important  social  signal  which  plays  a  key  role  in  

social interactions  and  relationships.   It  is  estimated  to  be  about  7  

million  years old  [1],  and  like  other  social  signals,  it  is  widely  

believed  to  have  evolved before the development of speech [2, 3].  It has 

been suggested that laughter evolved in order to facilitate the formation 

and maintenance of positive and cooperative relationships in social groups 

[4].  It usually expresses a state of positive emotion and induces positive 

reactions in the receiver and, contrary 

to  speech,  laughing  at  the  same  time  with  others  is  considered  as  

positive feedback. 

Laughter  is  a  universal  non-verbal  vocalization,  since  there  is  

evidence 
 



AC
C

EP
TE

D
 M

AN
U

SC
R

IP
T

ACCEPTED MANUSCRIPT

3   

of  a  strong  genetic  basis  in  its  development  [5].   For  example,  babies  

have the ability to laugh before they can speak [2],  children born both deaf 

and 
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blind still have the ability to laugh [6], and the acoustic features of laughter 
 

produced by congenitally deaf and normally hearing students are similar [7]. 

Considering its prevalence and universality as a social signal, it is surprising 

that  our  knowledge  about  laughter  is  still  incomplete  and  little  

empirical information is available [8]. 

From  a  technical  perspective,  automatic  recognition  of  laughter  can  

be useful  for  affect  sensing  [9]  and  affect-sensitive  human-computer  

interfaces 

[10].  Laughter recognition can also be used as a useful cue for the detection 
 

of the users’ conversational signals such as agreement [11] and can benefit the 

automatic analysis of multi-party meetings [12].  It is also useful in automatic 

speech recognition, to correctly identify laughter episodes as non-speech seg- 

ments,  as  those  usually  degrade  the  performance  of  automatic  

recognizers. 

In  addition,  a  laughter  detector  can  be  used  for  multimedia  tagging  

and retrieval [13]. 

Previous works on laughter have focused on the use of audio information 

only,  i.e.,  visual  information  carried  by  facial  expressions  of  the  

observed person has been ignored.  These works include studies analyzing 

the role of laughter in interpersonal communication [14, 15] and study the 

acoustic prop- erties  of  laughter  [16,  17,  18],  such  as  duration,  

formants  and  fundamental frequency.   They  further  include  works  

which  aim  to  discriminate  laughter from  speech  [19]  (or  from  other  

vocalizations  [20]),  and  those  that  aim  to recognize  laughter  in  a  

continuous  audio  stream  [21,  22,  23].   More  details about existing 

works in laughter recognition can be found in [24].  It should also  be  



AC
C

EP
TE

D
 M

AN
U

SC
R

IP
T

ACCEPTED MANUSCRIPT

5   

noted  that  a  few  works  on  smile  recognition  exist  in  the  literature 

[25, 26].  Although it has long been debated whether smile and laughter are 
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the two extremes in the same continuum as suggested in [4],  and it is very 
 

likely  that  they  exhibit  different  characteristics  in  their  visual  

appearance, the same tools could be used to extract information from the 

visual stream. 

Laughter  is  clearly  an  audiovisual  event  consisting  of  a  laughter  

vocal- ization  and  a  facial  expression.   However,  the  lack  of  

audiovisual  data  has prevented  audiovisual  research  for  a  long  time.  

Only  recently,  a  few  works have been published which combine visual 

information with audio.  They re- ported improved performance over audio-

only approaches.  In these works the audio  features  were  augmented  with  

visual  features,  the  most  common  be- ing shape features encoding 

geometric relations between facial fiducial points 

[24, 27, 28, 29].  Different types of visual cues have also been considered, like 

face  and  body  actions  [30].   More  details  about  audiovisual  

approaches  to laughter vs.  speech discrimination can be found in [24]. 

A major challenge in studying laughter is the collection of suitable data. 

Since  laughter  usually  occurs  in  social  situations,  it  is  not  easy  to  

obtain clear recordings of spontaneous and natural expressions of an 

individual.  The existing work tackled this problem by following two different 

approaches.  The first approach is to use existing data from multi-party 

meeting sessions during which the subjects sometimes laugh.  In most 

occasions only microphones are used, restricting the laughter analysis to 

information coming from the audio channel only.  Recently a few datasets of 

audiovisual meeting recordings have become available [31, 32] as well.  The 

main problem with these audiovisual data is that the audio signal is 

usually noisy due to the presence of several people.  In addition, people 
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tend to move their heads a lot and near-frontal views  of  the  face  are  

not  always  available,  making  the  visual  data  difficult 
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to  process  even  with  the  state-of-the-art  methods.  The  meeting  
recordings 

 

used in audiovisual laughter studies are described in section 2. 
 

As an alternative, some works use recordings of laughter elicited by show- 

ing funny videos to subjects.  These data usually contain clean audio record- 

ings  and  near-frontal  view  of  the  recorded  subjects.   Unfortunately,  

most 

of  these  data  is  not  publicly  available.  To  the  best  of  our  

knowledge,  only two publicly available audiovisual databases of elicited 

laughter provide suit- able data for audiovisual laughter analysis, the 

AudioVisual Laughter Cycle Database  (AVLC)  [33]  and  the  MMI  

(part  V)  database  [34].   The  AVLC database contains recordings of 24 

subjects showing 1066 laughter episodes while the MMI-part V contains 

recordings of 9 subjects showing 164 laugh- ter  episodes.   In  both  

databases,  subjects  were  watching  funny  video  clips and their reactions 

were recorded by a camera and a microphone.  Although they are both 

useful databases, a number of drawbacks should be taken into account.   

These  datasets  do  not  contain  speech  utterances  from  the  same 

subjects who produce laughter episodes, and analysis of differences between 

laughter and speech cannot be therefore conducted based on these data nor 

the training of a laughter-vs-speech discrimination system is possible.  In ad- 

dition,  subjects  in  the  AVLC  database  have  markers  on  their  faces,  

which hinders  the  automatic  extraction  of  visual  features  in  the  

majority  of  the state-of-the-art approaches.  Both databases are described 

in more detail in section 2. 

It is clear that, unlike audiovisual speech recognition, where benchmark 

datasets exist, the lack of suitable audiovisual laughter data is a major ob- 
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stacle for further research on laughter and its discrimination from speech. 
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In this paper, we present a new audiovisual laughter database, the MAH- 
 

NOB Laughter database, which addresses the drawbacks of the existing rel- 

evant databases and aims to provide a benchmark for laughter classification. 

Laughter  was  elicited  by  showing  short  funny  video  clips  to  

subjects  and their reactions were recorded using two microphones (camera 

and lapel mi- crophone), a video camera, and a thermal camera. 

We included thermal image recordings as these provide physiological in- 

formation related to the process of laughter.  The inspiration comes from 

the work presented in [35] where the physiological reactions during the 

process of deceit were studied using thermal information.  Since we wanted 

to include episodes of both spontaneous and acted (deliberately displayed) 

laughter, in order to enable studies in discriminating the two, we thought 

that inclusion 

of thermal imagery will enable a further insight - whether the physiological 

reactions are the same independently of whether we laugh spontaneously or 

deliberately.  Furthermore, by including thermal recordings in the 

database 

a significant set of thermal recordings of naturalistic expressive facial videos 

becomes available representing one of the very few such resources.1
 

In total 22 subjects were recorded in 180 sessions.  In addition to laughter, 
 

subjects  were asked  to  produce  posed  smiles,  posed  laughs  2,  and  to  

speak 
 

 
1 The NVIE database [36] provides recordings of visible and infrared images of expressive 

faces, including both posed and natural expressions.  No recordings of laughter nor audio 

have  been  included  in  this  database.   However,  to  the  best  of  our  knowledge  

the  NVIE database is the only source of thermal facial videos made publicly available. 
2 Posed laugh is the laugh produced by subjects when they are asked to laugh on demand 
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without the presence of humourous stimuli. 
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for  approximately  90  seconds  in  English  and  90  seconds  in  their  
mother 

 

language.  Multimodal recordings are synchronized and  annotated in terms 
 

of  laughter  (spontaneous  and  posed)  and  speech.   In  total,  there  

are  563 laughter  episodes,  849  speech  utterances,  51  posed  laughter  

episodes,  67 speech-laughs  episodes  and  167  other  vocalizations.   The  

2  audio  streams, the video stream, the thermal camera stream and the 

annotation files can be viewed and downloaded (after an end user license 

agreement is signed) from http://mahnob-db.eu/laughter/.   The  

database  is  described  in  detail  in section 3. 

The  paper  presents  further  baseline  methods  for  audio-only,  video-

only, and audiovisual laughter-vs-speech discrimination.  The audiovisual 

approach uses standard audio and visual features combined using feature-

level fusion. This method represents a version of the approach proposed in 

[24].  Results on the MAHNOB laughter database show that the addition of 

visual information 

is beneficial when the audio signal is noisy (camera microphone), whereas in 

clean audio conditions (lapel microphone) the improvement is small. 

We  also  present  results  for  discrimination  between  voiced  laughter,  

un- voiced  laughter  and  speech.   The  distinction  between  voiced  and  

unvoiced laughter is common and the differences between the two types have 

been stud- ied by psychologists [37, 14].  Voiced laughter is a harmonically 

rich, vowel- like  sound  with  a  measurable  periodicity  in  vocal  fold  

vibration,  whereas unvoiced laughter is a noisy exhalation through the 

nose or mouth and the vocal  folds  are  not  involved  in  the  production  

of  laughter.   This  is  an  im- portant  distinction  since  it  has  been  

shown  that  the  two  kinds  of  laughter have different functions in social 
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interactions.  Grammer and Eibl-Eibesfeldt 



AC
C

EP
TE

D
 M

AN
U

SC
R

IP
T

ACCEPTED MANUSCRIPT

1

4 

  

 
 
 
 
 

[37] found that male interest was partly predicted by the number of voiced 
 

laughs produced by female partners,  while the opposite does not hold [14]. 

The latter study also demonstrated that voiced laughter usually elicited more 

positive  evaluations  than  unvoiced  laughter.  It  is  also  believed  that  

voiced laughter is directly related to the experience of positive affect, 

whereas un- voiced  laughter  is  used  to  negotiate  social  interactions  

[38].   Finally,  in  a previous preliminary study [39] we have shown that 

voiced laughter is more correlated  with  amusing  multimedia  content,  

whereas  unvoiced  laughter  is more correlated with less amusing content. 

Regarding  the  thermal  images,  we  provide  a  baseline  result  in  the  

task 
 

of  discriminating  between  laughter  and  speech  from  still  images.   

To  this end, we do perform a fully automatic registration of the face 

following [40], define  a  region  of  interest  heuristically  to  cover  the  

whole  mouth  region, and  compute  a  feature  description  for  these  

image  regions  as  in  [41].   We also provide publicly available versions of 

the code (in the form of Matlab- compiled executables) used for the face 

registration through our website. 

 

 

2.  Related Databases 
 

 

An  overview of  all  existing  audiovisual databases  containing laughter 

is shown in Table 1.  In what follows we describe briefly each of the 

databases listed on it.  A more detailed summary of the databases can be 

found in [42]. 

SEMAINE  [50]:   In  the  SEMAINE  database  the  users  interact  

with 
 

4  agents,  which  have  different  personalities. The  agents  are  played  
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by  a human  operator.   The  aim  is  to  evoke  emotionally  colored  

reactions  from the users, whose reactions are recorded by a camera and a 

microphone.  All 
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Elicited Laughter Meeting 

 
 

MAHNOB 
 

AVLC 
 

MMI-V  
 

FreeTalk 
 

AMI 

  [33] [34]  [47] [31] 
 

No.  Episodes 
 

563 
 

1066 
 

164 
 

No.  Episodes 
 

∼300 
 

? 

No.  Subjects 22 24 9 No.  Subjects s 4 ? 

Video Res. 720x576 640x480 640x480 Video Res. 1040x10403 720x576 

FPS 25 25 25 FPS 60 25 

Audio ( kHz) 48/44.1 44.1 48 Audio ( kHz) 16 16 

Mic.  Type C, L H C Mic.  Type F H, L, F 

Web-Based Y [43] N1  [44] Y [45] Web-Based Y [47] Y [48] 
 

Searchable Y N Y 

Used in [46] - 

Searchable N4 N4 

Used in [30] [24, 29] 
 

[49, 27] 

 

 
 

Dyadic Interaction 

 
 

SEMAINE 
 

AVIC 
 

DD 

 [50] [51] [52] 
 

No.  Episodes 
 

? 
 

324 
 

238 

No.  Subjects 150 21 41 

Video Res. 780x580 720x5760 640x480 

FPS 50 25 30 

Audio ( kHz) 48 44.1 48 

Mic.  Type H, F L, F C 
 

Web-Based YES [53] N N2 

Searchable Y N N 

Used in - [51, 54] [49] 

 
 

Table 1:  Existing audiovisual databases containing laughter.  Each table cor- 
 

responds to one scenario:  meeting, dyadic interaction and elicited laughter. 

Y:  Yes,  N:  No,  C:  Camera,  H:  Headset,  L:  Lapel,  F:  Far-field,  ?:  

Indicates that  this  information  is  not  available.   1   Audio  recordings  

are  available  for download  online.   Video  recordings  are  available  

upon  request  to  the  au- thors.  2  This database is not publicly 

available.  3  This is the resolution of the 360◦  camera.  4  Browsing tools 

are provided but no search functionality 
9 

is available. 
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users  interact  with  each  agent  for  approximately  5 min.   In  total  150  
users 

 

were  recorded,  most  of  them  being  native  English  speakers,  and  the  

total duration of the recordings comprising the database is 80 h. 

Laughter annotations for some sequences have become available recently 

and therefore the total number of laughter episodes is not known.  The entire 

database is available online from http://semaine-db.eu/. 

Augmented Multi-party Interaction (AMI) corpus [31]:  The 

AMI meeting corpus is a multi-modal database consisting of 100 hours of 

meeting recordings where people show a huge variety of spontaneous 

expressions.  In each  meeting  there  are  four  participants  who  can  

move  freely  in  the  meet- ing  room  and  interact  with  each  other.   

All  meetings  are  held  in  English, although most of the participants are 

non-native English speakers. 

Laughter annotations are also provided but they are approximate:  

only one time stamp is used to indicate that laughter occurs, while its start 

and end times are not given.  Furthermore, several smiles with no audible 

laughter sound are labeled as laughter.  The database is available to 

download from http://corpus.amiproject.org/. 

AudioVisual  Interest  Corpus  (AVIC)  [51]:  The AVIC corpus is 

an audiovisual dataset containing scenario-based dyadic interactions.  Each 

sub- ject is recorded while interacting with an experimenter who plays the 

role of 

a  product  presenter  and  leads  the  subject  through  a  commercial  

presenta- tion.  The subject’s role is to listen to the presentation and 

interact with the experimenter  depending  on  his/her  interest  on  the  

product.   The  language used  is  English  with  most  subjects  being  
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non-native  speakers.   In  total  21 subjects were recorded (11 males, 10 

females) and the total duration of the 
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database recordings is 10 h and 22 min. 
 

Annotations for some nonlinguistic vocalizations are available, including 

laughter,  consent and hesitation.  In total,  324 laughter episodes have 

been annotated but 57 are very short (less than 120 ms).  The database is 

available upon request. 

Free  Talk  (FT)  database  [32]:   This  is  an  audiovisual  

database  of meeting recordings where people show a variety of 

spontaneous expressions similar  to  the  AMI  corpus.   It  consists  of  

three  multi-party  conversations where the participants discuss without 

any constraint on the topic and they are  allowed  to  move  freely  [30].   

The  language  used  is  English  with  most participants being non-native 

speakers.  In total 4 participants were recorded and the duration of each 

meeting is approximately 90 min. 

Non-speech sounds, including laughter, were manually annotated.  There 

are around 300 laughs with an average duration of 1.50 seconds and around 

1000 speech samples with an average duration of 2 seconds.  The database is 

available from http://www.speech-data.jp/corpora.html. 

AudioVisual  Laughter  Cycle  Database  (AVLC)  [33]:  The 

AVLC database  was  designed  to  elicit  laughter  from  the  

participants,  who  were recorded while watching funny video clips for 

approximately 10 minutes.  In total 24 subjects were recorded, 9 females 

and 15 males from various origins. The average age is 29, with a standard 

deviation of 7.3. 

It should be noted this database was mainly created for laughter synthesis 

purposes [55].  As a consequence, facial markers were placed on subjects faces 

in order to enable facial motion tracking by infrared cameras, which are used 
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This  motivation  also  explains  why  there  are  few  other  vocalisations  
except 

 

laughter. 
 

The database contains mostly laughter, but other vocalizations like breath- 

ing  or  short  speech  utterances  are  present  as  well.  Manual  annotation  

was performed by one annotator using a hierarchical protocol.  The 

annotations rely  mostly  on  the  audio  source,  although  the  visual  

information  was  also taken into account for annotating the facial expression 

boundaries or detect- ing  silent  laughs.   The  database  contains  1066  

spontaneous  laughs  and  27 posed laughs.  The duration of the annotated 

laughs ranges from 250 ms to 

82 seconds.  The audio recordings and the annotations file are available from 
 

http://tcts.fpms.ac.be/~urbain/, and the video recordings are available 

upon request from the authors. 

MMI-database,  part  V  [34]:   The  MMI  database  contains  

mainly videos  of  posed  facial  expressions.   A  recent  addition,  Part  V,  

is  targeted 

at  spontaneous  expressions  and  includes  a  few  recordings  of  elicited  

laugh- ter.  In total 9 subjects, 4 males and 5 females, were recorded, while 

watching funny videoclips. 

The laughs have been annotated manually by one annotator and further 

divided into voiced and unvoiced laughter.  Annotation was performed using 

both audio and video information, so some smiles which are not accompanied 

by an audible laughter sound have also been annotated as laughter.  In total, 
 

164  laughter  episodes,  109  unvoiced  and  55  voiced,  have  been  

annotated. The  mean  duration  of  the  voiced  and  unvoiced  laughter  

episodes  is  3.94 and 1.97 seconds, respectively.  The database is available 
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3.  The MAHNOB Laughter Database 
 

 

This  section  describes  the  MAHNOB  Laughter  database,  together  

with the limitations of the currently available databases it aims to 

overcome.  Its main advantages are, in the first place, that it contains a lot 

of speech from the  same  subjects  that  produce  laughter. This  makes  

it  suitable  for  the analysis  and  discrimination  of  the  audiovisual  

laughter  and  speech  charac- teristics.  In second place, the video 

recordings are more suited for automatic analysis.  On the MMI-part V 

database the subjects were placed about 1.5 m away  from  the  camera,  

resulting  in  a  lower  face  resolution,  whereas  in  the AVLC  database  

a  webcam  was  used  to  capture  the  video. Furthermore, 

in  the  AVLC  database  the  subjects  have  markers  on  their  face,  

hindering the  application  of  automatic  visual  feature  extraction.   

Thirdly,  the  MAH- NOB  Laughter  database  contains  cleaner  audio  

recordings  than  MMI-part 

V, where the audio signal was captured using just the integrated camera mi- 

crophone.  Finally, thermal recordings are also available.  To the best of 

our knowledge, only the NVIE database [36] offers publicly available 

recordings 

of  facial  expressions  in  thermal  imagery.   However,  in  this  case,  no  

audio recordings were made. 

The  MAHNOB  Laughter  database  is  freely  available  and  can  be  

down- loaded from http://mahnob-db.eu/laughter/.  The database is 

organized 

in sessions as described below.  Each session is named to reflect the subject 
 

ID present and the session number it represents.  The format used is SXXX- 
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YYY  where  XXX  is  the  subject  ID  (001  to  025)  and  YYY  is  the  

session number, e.g., S011-003. 
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3.1.  Recording Protocol 
 

We used a large collection of funny video clips in order to elicit laughter 

from the subjects.  This is a common way of eliciting laughter in psychological 

studies  [16,  17,  56,  7].   Two  of  the  clips  were  used  to  elicit  

laughter  in  a previous psychological study [16], whereas the other clips 

were found on the Internet. The  length  of  the  clips  ranged  from  

just  a  few  seconds  to  two minutes.  Several sessions per subject were 

recorded, each of them using from 

1 to 5 video clips depending on their duration. 
 

In addition to the sessions for recording laughter, four more sessions were 

recorded  for  all  subjects.   In  two  sessions  each  subject  was  asked  to  

speak 

in  English  and  in  his/her  mother  language,  if  different  from  

English,  for approximately 90 seconds in each case.  They were also given 

the option to either select a topic and talk about it or to hold a conversation 

with a friend 

or  an  operator.   The  goal  for  recording  in  two  languages  was  to  

create  a multilingual speech corpus in order to investigate if language can 

affect the performance  of  a  laughter-vs-speech  discrimination  system.   

To  the  best  of our knowledge all previous works employ only English 

language, potentially causing a bias to the discrimination models. 

Subjects were also asked to produce several posed laughter episodes.  

As suggested  in  [2]  laughter  on  command  is  embarrassing  and  

therefore  most people cannot easily produce posed laughter.  More than 

half of the subjects 

in  our  recordings,  found  it  difficult  to  laugh  on  command  with  
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the  most common reaction being spontaneous laughter while trying to 

produce a posed laughter.  Therefore, sometimes this session had to be 

repeated several times. This agrees with [5], which reports that about half of 

the subjects could not 
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laugh on command in a similar experiment. 
 

Subjects were finally asked to produce several posed smiles, starting from 

neutral and going back to neutral.  The vast majority of subjects were 

suc- cessful in this task. 

In  the  laughter  session  the  subjects  were  simply  told  that  they  

should watch  some  video  clips,  without  being  informed  about  the  

content  of  the clips or the aim of the study (with the exception of the 

three authors, sub- jects  S003,  S004  and  S009).  In  other  words,  no  

instructions  were  given  on how they should react, and they were allowed to 

move their hands and heads freely.  Sessions containing posed smile, posed 

laughter and speech were usu- ally  recorded  after  the  laughter  sessions,  

and  subjects  were  explicitly  told what they should do. 

Finally, two people were present in the recording room in order to explain 

the  procedure  to  the  subjects,  operate  the  systems,  and  interact  

with  the subjects during the speech sessions if necessary.  As shown in Fig.  

2, 3 and 4 the background can differ significantly from one session to another.  

This was done  on  purpose  in  order  to  create  more  diverse  background  

environments which resemble more realistic scenarios (compared to the 

artificial scenario 

of having the same background in all sessions).  The background is usually 

the same for all sessions of the same subject but changes from one subject 

to another.  In addition, a totally static background was not desired so 

some people sometimes appear in the background moving freely.  This is 

especially important for the thermal recordings, where the difference 

between the skin temperature  and  the  typical  temperature  of  the  rest  

of  the  background  is enough to obtain a perfect foreground segmentation. 
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In total, 90 laughter sessions, 38 speech sessions, 29 posed smile sessions 
 

and 23 posed laughter sessions were recorded.  It should be emphasized that 

spontaneous laughter episodes occur in all types of sessions.  It is natural for 

people to laugh during the speech sessions or when trying to produce posed 

smiles or posed laughter. 

 

3.2.  Recording Setup 
 

Video  recordings  were  made  at  25  fps  using  a  JVC  GR-D23E  

Mini-DV video camera which has a resolution of 720x576 pixels.  The video 

recordings were  compressed  using  a  H264  codec.   Deinterlacing  was  

performed  using edge-directed interpolation. 

The camera also records audio using its built-in microphone (2 channels, 
 

48 kHz,  16 bits).  Since the camera is positioned at some distance from 

the subject,  the  signal-to-noise  ratio  is  low.   In  order  to  record  

clean  audio,  a lapel  microphone  was  also  used  (1  channel,  44.1 kHz,  

16  bits).   The  audio recordings were saved directly to a hard disk as 

uncompressed wav files using the EDIROL UA-25 audio interface. 

Thermal  recordings  were  obtained  using  a  VarioCAM  Head  HiRes  

384 
 

camera.   The  thermal  images  are  originally  captured  with  a  

resolution  of 
 

384x288  pixels.   With  such  resolution  it  was  hard  to  distinguish  

some  face structures,  which  hindered  manual  annotations,  e.g.,  in  

terms  of  the  facial component  location.   Therefore,  they  were  

subsequently  transformed  using the  software  provided  by  the  

manufacturer  to  576x432  pixels.   The  frame rate  is  set  to  25  fps.   

The  temperature  resolution  of  the  camera  is  0.1  de- grees  Celsius.   
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Since  the  sensor  is  not  cooled,  a  non-uniformity  correction (NUC) 

process is required to eliminate noise from the recordings.  This stops 
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the  recordings  for  almost  two  seconds.   To  prevent  any  interruption  of  
the 

 

recordings, this process was run prior to starting the sessions, which were kept 

shorter  than  3  minutes.  Even  with  this  precaution,  a  noise  increment  

may 

be observed for sequences longer than 2 minutes.  In cases where the 

elicited reaction was longer than 3 minutes, the video and the audio 

recordings were kept until the subject returned to a neutral emotion state. 

The video and the thermal cameras were placed next to each other and 

the distance between the lenses was about 10 cm.  They were placed in front 

of the subjects at a variable distance between 0.5 and 1 meter from them.  A 
 

laptop  was  used  to  play  the  videos  and  placed  directly  under  the  

cameras. 
 

In order to allow the subjects to listen to the audio from the clips without 

interfering with the audio recordings, the subjects wore earphones whenever 

it was necessary.  Finally, frontal or almost-frontal illumination was provided 

using halogen lamps placed behind the cameras, so the amount of shadows 

in the face and their variability is minimized. 
 
 

3.3.  Participants 
 

In total 25 subjects were recorded, but 3 subjects were excluded due to 

equipment  failure.  Therefore,  22  subjects  are  included  in  the  

database,  12 males  and  10  females,  from  12  different  countries  and  

of  different  origins. The average age for males and females is 27 (standard 

deviation:  3) and 28 (standard deviation:  4), respectively.  There is 1 

male subject with a beard and 1 female subject with glasses (most subjects 

were asked to take off their glasses since they are opaque to thermal 
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lighting).  All subjects gave written consent to allow the use of their 

recordings for research purposes. 
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3.4.  Synchronization of Data Streams 
 

The audio from the camera microphone is already synchronized with the 

video  stream  since  they  are  recorded  by  the  same  camera3.   On  

the  other hand,  the  audio  from  the  lapel  microphone  needs  to  be  

synchronized  with the  camera  audio  and  video  streams  since  it  was  

recorded  by  a  different device.  In order to automatically obtain this 

synchronization we use a cross- correlation measure, which is a widely used 

technique to measure similarity between two audio signals, and a detailed 

description can be found in [42]. 

The thermal video and the visible video are synchronized manually.  We 

recorded  at  the  beginning  of  each  session  a  distinctive  event,  easily  

visible 

in  both  video  streams.  The  most  common  was  using  a  lighter,  but  

a  hand clapping was also used in some sequences.  However, since the 

thermal video had to be directly recorded into a computer, some frames 

were dropped dur- ing the data transfer.  To account for this, we use the 

timestamp information provided  by  the  camera,  that  was  accurate  up  

to  a  second.   Through  this information, we can detect when a frame was 

dropped within a second, but 

we do not know exactly which frame is missing.  The available 

synchroniza- tion  information  consists  of  one  manually  obtained  

synchronization  point per sequence, and a list of synchronization ponits 

spaced one second in time, obtained  using  the  timestamp  information.   

Unfortunately,  for  some  of  the sequences the number of missing frames 

is too high to provide a good syn- chronization.  These sequences were 

excluded, resulting in the removal of 48 
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out of 180 sessions recorded. 
 
 

3 In [57] it is reported that this camera synchronizes audio and video with 38 ms offset 
 

(constant). 
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Figure 1:  Screenshot from the ELAN annotation tool.  The labels together 

 

with the annotations are shown for a segment from session S023-003. 
 

 
3.5.  Annotation 

 

It is relatively easy to define the start and end points of a speech utter- 

ance,  but  the  same  is  not  true  for  laughter.   Little  is  said  in  the  

literature about when a laughter episode starts and ends [58] and even 

phoneticians do not agree on how laughter should be segmented.  As a result 

there are no stan- dard rules on how to label a laughter episode.  In this 

work, we use the same terminology as in [2, 58] where a laughter episode is 

defined as several bouts 

4  seperated one or more inhalation phases.  Furthermore,  laughter episodes 
 

were  annotated  using  the  criterion  suggested  in  [16]:  “Laughter  is  

defined 

as being any perceptibly audible expression that an ordinary person would 

characterize as laughter if heard under everyday circumstances”.  

Annotation was performed using mainly the audio channel (lapel microphone 

audio) and the  start  and  end  points  were  defined  as  the  start  and  

end  of  the  audible expression.  This  means  that  the  start  and  end  

point  of  a  laughter  episode 
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4 Bout is a sequence of laughter syllables in one exhalation phase [58]. 
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is defined for the audio signal and then the corresponding video frames are 
 

extracted  for  all  experiments  conducted.  In  cases  where  it  was  not  

clear  if 
 

a laughter should be considered as one episode or two consecutive episodes 

the video channel was used as well, similarly to [33]. 

Laughter  is  often  followed  by  an  audible  inhalation  and  it  is  not  

clear 
 

if  this  belongs  to  laughter  or  not  [58].   In  the  AVLC  Database  [33]  

it  was considered as part of the laughter whereas in [16] it was not.  

Therefore, we introduce two different sets of labels, one that contain the 

inhalation and one which do not contain it as described below. 

Annotation was performed by one annotator using the ELAN annotation 

tool [59, 60] using the following 9 labels:  Laughter:  Used for laughter as 

de- fined above.  Speech:  Used for speech.  Speech-Laugh:  Used to label 

segments where speech and laughter occur simultaneously.  It is still 

unclear whether speech laughter is closer to laughter or speech.  In some 

studies it has been assigned  to  speech  [22,  61].  On  the  other  hand,  it  

has  been  proposed  that speech laughter should represent an independent 

category [58] since it is not simply laughter superimposed on articulation 

but a more complex vocaliza- tion.  In other databases [33] and studies [62, 

63] it has been annotated and studied as an independent category, and we 

follow the same approach.  Posed Smile:   Used  to  label  posed  smiles.   

Posed  Laughter:   Used  to  label  posed laughter.  Other:  Used to label 

other human sounds,  e.g.,  coughing,  throat clearing, etc.  Laughter + 

Inhalation:  Used to label laughter but also contains the terminal inhalation 

whenever it is present.  Speech  Laugh  +  Inhalation: Used to label speech 

laughter but also contains the terminal inhalation when- ever it is present.  
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Posed Laughter + Inhalation:  Used to label posed laughter 
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(a) Frame 189  (b) Frame 196  (c) Frame 206  (d) Frame 216  (e) Frame 226  (f ) Frame 
236 

 

 

Figure  2:   Example  of  voiced  laughter  displayed  by  subject  S009,  

Session 
 

S009-004. 
 

 
 
 
 
 
 
 

(a) Frame 1032(b) Frame 1045(c) Frame 1059(d) Frame 1073(e) Frame 1087(f ) Frame 1097 
 

 

Figure 3:  Example of unvoiced laughter displayed by subject S005, Session 
 

S005-008 
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(a) Frame 35    (b) Frame 90   (c) Frame 145  (d) Frame 200  (e) Frame 255  (f ) Frame 
293 

 

 

Figure  4:   Example  of  posed  laughter  displayed  by  subject  S023,  

Session 
 

S023-008 
 

 
but also contains the terminal inhalation whenever it is present. 

 

Fig.  1 shows a screenshot of the annotation window.  It shows a series 

of vocalisations:  Laughter - Speech Laugh - Laughter - Speech Laugh, 

Laughter, Speech,  Laughter.   The  annotation  of  the  inhalation  at  the  

end  of  laughter episodes is also visible in label Laughter + Inh.  It can be 

seen that both the duration and the time interval between the end of the 

audible laughter and the inhalation vary a lot. 

In some studies [61, 16, 37, 62, 38] laughter has been divided into voiced 

and unvoiced categories, so we have used a second level of annotation for all 

the episodes of laughter, i.e., those that fall into the category Laughter.  In the 

literature, these two types of laughter can be distinguished either manually by 

human annotators [62] or automatically using the pitch contour, e.g., in [38] 

“Laughs were coded as voiced if there were stereotyped episodes of multiple 

vowel-like sounds with evident F0 modulation in 50% or more of the sound”. 

In this study we used a combination of both approaches.  First, two 

human annotators labeled all the laughter episodes.  Then PRAAT software 

[64] was used to compute the number of unvoiced frames in each episode, 

which was then divided by the total number of frames, resulting in the 
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of the episode.  If the unvoiced ratio was higher than 85% then an unvoiced 
 

label was given, otherwise the episode was labeled as voiced.  In addition, two 

human annotators manually labeled each episode.  Finally, each episode was 

labeled based on majority voting of the 3 votes (2 human votes and 1 based on 

PRAAT). The agreement between the two annotators was 91% and the agree- 

ment between the human annotators and the PRAAT-based annotation was 

79% and 83%, respectively.  That set of annotation cannot be found on 

the ELAN files, since it was a postprocessing stage, so a separate file is 

provided with  the  labels  (voiced  /  unvoiced)  on  http://mahnob-

db.eu/laughter/ 

media/site/documents/voicedUnvoicedLaughter_Annotations.xls. 

Examples of voiced laughter is shown in Fig. 2, an example of unvoiced 

laughter in Fig. 3,  and posed laughter is shown in Fig. 4.  The 

correspond- ing  audio  signals  and  spectrograms  from  the  lapel  

microphone  are  shown 

in  Fig.  5a  to  5c,  with  the  exception  of  posed  smiles  which  do  not  

produce any vocalization.  Fig. A.17a to A.17c in the Appendix show the 

same audio signals and spectrograms from the camera microphone. 

 
3.6.  Database Statistics 

 

In this section we provide relevant statistics of our database, as the total 

number of episodes, their duration and pitch for all subjects, and male and 

female subjects separately (summarized in Table 2).  Furthermore, we provide 

these statistics for the cases of voiced and unvoiced laughter.  To this end, 

we considered the 563 laughter episodes and 849 speech utterances 

annotated, while  two  subjects  were  not  able  to  produce  posed  
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laughter.   During  the speech sessions 35 laughter episodes occur with 27 

labeled as voiced laughter. Results are shown for all subjects, but also for 

each gender separately. 
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(a) Example of voiced laughter, S009-004 
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(b) Example of unvoiced laughter, S005-008 
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(c) Example of posed laughter, S023-008 

 

 

Figure 5:  Top row:  Audio Signal (Lapel Microphone),  Bottom Row:  Spec- 

trogram. 
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Table  2:  Database  statistics  for  all  subjects.   Statistics  are  also  
shown  for 

 

male and female subjects separately. 
 

 
ALL  SUBJECTS 

 

Type 
 

No Episodes / 
 

Total Duration 
 

Duration (Sec) 
 

Pitch (Hz) 

 No Subjects (Sec) Mean / Std Mean / Std 
 

Laughter 
 

563 / 22 
 

930.72 
 

1.65 / 2.32 
 

477 / 157 

Speech 849 / 22 2474.11 2.91 / 2.28 185 / 64 

Posed Laughter 51 / 20 159.79 3.13 / 4.45 372 / 120 

Speech Laughter 67 / 17 94.05 1.40 / 0.82 332 / 103 

 
MALE  SUBJECTS 

 

Laughter 
 

249 / 12 
 

385.48 
 

1.55 / 1.93 
 

400 / 96 

Speech 532 / 12 1586.85 2.98 / 2.19 146 / 35 

Posed Laughter 31 / 12 93.41 3.01 / 4.40 342 / 103 

Speech Laughter 23 / 9 33.00 1.44 / 0.88 293 / 86 

 
FEMALE  SUBJECTS 

 

Laughter 
 

314 / 10 
 

545.25 
 

1.74 / 2.60 
 

535 / 169 

Speech 317 / 10 887.26 2.80 / 2.41 249 / 46 

Posed Laughter 20 / 8 66.37 3.32 / 4.62 420 / 131 

Speech Laughter 44 / 8 61.04 1.39 / 0.79 353 / 107 

 

 
 

Duration:  The  mean  duration  of  the  laughter  episodes  is  1.65 s.   
This 

 

is similar to the mean duration reported in [19] and [65] of 1.80 and 1.615 s 

respectively, being both studies based on multi-party meeting recordings.  In 

other studies using elicited laughter the mean duration reported varies a lot, 

from less than 1 s [17, 14] to 3.5 s [33].  In these cases the differences steam 

mainly from either the subjects showing very moderate laughing response to 

the  video  clips  [17]  or  laughter  being  annotated  using  a  different  

criterion. Fig.   6a  shows  the  histogram  of  the  laughter  episodes  
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duration.   It  can  be seen  that  the  majority  of  laughter  episodes  are  

relative  short,  as  63.7%  of 
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Table 3:  Statistics for voiced and unvoiced laughter episodes. 

 

 
Voiced  Laughter 

 

 

Subjects 
 

No Episodes / 
 

Total Duration 
 

Duration (Sec) 
 

Average No 

 No Subjects (Sec) Mean / Std Laughs per Subject 

 

All 
 

318 / 21 
 

651.81 
 

2.05 / 2.64 
 

15.14 

Males 115 / 11 241.87 2.10 / 2.39 10.45 

Females 203 / 10 409.94 2.02 / 2.78 20.30 

 
Unvoiced  Laughter 

 

 

All 
 

245 / 22 
 

278.92 
 

1.14 / 1.71 
 

11.14 

Males 134 / 12 143.61 1.07 / 1.24 11.17 

Females 111 / 10 135.31 1.22 / 2.14 11.10 

 

 
them  have  a  duration  of  up  to  1.25 s,  and  laughs  with  a  duration  of  
up  to 

 

3.75 s  seconds  account  for  90.2%  of  all  episodes.   In  our  recordings  

posed laughter episodes are almost twice as long as spontaneous laughter 

episodes, being  consistent  with  the  results  presented  in  [33].  However,  

we define  the boundaries of the laughter episodes differently,  so the total 

duration of the episodes is not directly comparable.  In our study their 

average duration is 

3.13 s for posed laughter and 1.65 s for spontaneous, while in their study the 

average duration is 7.7 s and 3.5 s respectively. 

Pitch:  The mean pitch for laughter, 477 Hz, is very similar to the mean 

pitch  of  475  Hz  reported  in  [19].   The  range  reported  in  the  literature  

[56, 

15, 16, 17, 66, 7, 63] for male and female mean pitch of laughter is 126 - 424 
 

Hz and 266 - 502 Hz respectively.  The male mean pitch, 400 Hz, falls in this 
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range  but  the  female  pitch,  535  Hz,  is  slightly  higher  than  what  has  

been 
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(b) Voiced Laughter 
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(c) Unvoiced Laughter 
 
 

Figure  6:   Histograms  and  cumulative  distribution  of  all  laughter,  
voiced 

 

laughter and unvoiced laughter duration.  Each bin corresponds to an inter- 

val  of  0.5 s,  except  for  the  first,  with  an  interval  of  0.25 s,  and  the  

last  bin (>9.75 s).  The y-axis for the cumulative distribution is shown on 

the right. 

 

 

previously  reported.   In  agreement  with  all  the  previous  studies,  the  

mean laughter  pitch  for  both  males  and  females  is  higher  than  the  

mean  pitch 

of  speech.   The  variability  of  pitch  in  female  subjects  is  also  much  

higher than for male subjects [16] (standard deviation of 169 and 96 

respectively). The  mean  pitch  for  posed  laughter  is  372  Hz,  lower  

than  for  spontaneous laughter, which is 477 Hz, being the former less 

variable than the latter.  In the particular case of speech-laughter, the mean 

pitch is even lower than for posed laughter but higher than for speech. 

Voiced/Unvoiced laughter:  Statistics for voiced and unvoiced 

laughter are shown in Table 3.  Consistent with the results presented in 

[16],  voiced laughs are longer than unvoiced laughs for both genders.  

Voiced laughs with 
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a duration of up to 1.25 seconds account for 51% of all the voiced episodes, 

whereas unvoiced laughs account for 80% of all the unvoiced episodes.  It can 

also be seen that female subjects produce more voiced laughter episodes than 
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Figure 7:  Example of the 20 tracking points used.  Session S007-004, frame 
 

1099. 
 

 
male subjects, 20.3 and 10.45 respectively.  This also agrees with the results 

 

in [16].  On the other hand, there is no difference in the average number of 

unvoiced laughs produced by males and females, 11.2 and 11.1, respectively. 

This is in contrast to the finding that males produce more unvoiced laughs 

than  females  [16].   Fig.   6b  and  6c  show  the  histograms  of  the  

duration  of voiced and unvoiced laughs. 

 

 

4.  Experimental Setup 
 

 

4.1.  Visual Features 
 

To capture face movements in an input video, we track the 20 facial points 

shown in Fig. 7.  These points are the corners/extremities of the eyebrows (4 

points), the eyes (8 points), the nose (3 points), the mouth (4 points) and the 

chin (1 point).  To track these facial points we used the particle filtering 

al- gorithm proposed by Patras and Pantic [67], applied to tracking color-

based templates centered around the facial points.  The features are 

computed us- ing the Point Distribution Model (PDM) built in [24] from 

the AMI dataset 

[68].   As  suggested  in  [69]  the  facial  expression  movements  are  encoded  
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the projection of the tracking points coordinates to the N  principal compo- 
 

nents (PCs) of the PDM which correspond to facial expressions.  As shown 
 

in [24] PCs 7 - 10 were found to correspond to facial expressions (confirmed 

through visual inspection) so our shape features (shape parameters) are the 

projection  of  the  20  points  to  those  4  PCs.   Further  details  of  the  

feature extraction procedure can be found in [24]. 

 
 

 
4.2.  Audio Features 

 

We use a set of 6 Mel Frequency Cepstral Coefficients (MFCCs).  

MFCCs have been widely used in speech recognition and have also been 

successfully used  for  laughter  detection  [23].  Although  it  is  common  

to  use  12  MFCCs for speech recognition we only use the first 6 MFCCs, 

given the findings in 

[23], where 6 and 12 MFCCs resulted in the same performance for laughter 

detection.  These 6 audio features are computed every 10ms over a window of 

40ms, i.e., the frame rate is 100 fps.  In addition to MFCCs, the zero crossing 

rate  (ZCR)  has  been  used  for  the  experiment  on  discrimination  

between voiced laughter, unvoiced laughter and speech.  The reason for 

using ZCR is 

its sensitivity to the difference between voiced and unvoiced sections.  High 
 

ZCR usually indicate noise, and low rates usually indicate periodicity [70]. 
 
 

4.3.  Evaluation Procedure 
 

All  the  experiments described  here  follow a  leave-one-subject-out  

cross- validation  methodology.   Due  to  some  random  components  on  

the  training procedure,  each  time  we  run  a  cross  validation  
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experiment  we  get  slightly different  results.   In  order  to  assess  the  

stability  of  the  experiments,  each 
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cross validation experiment is executed 10 times, and the mean and standard 
 

deviation are reported. 
 

The first experiment, laughter-vs-speech, is a 2-class discrimination prob- 

lem.  Therefore, we train a binary classifier.  The second problem consists of 

a 3-class classification problem, i.e., discrimination between voiced laughter, 

unvoiced laughter and speech.  In this case we train 3 one-vs-all binary 

clas- sifiers and assign the class based on the classifier with the maximum 

output. The  classifier  used  is  a  feedforward  neural  network  with  one  

hidden  layer and the resilient backpropagation training algorithm [71] is 

used for training. The number of hidden neurons, which ranges from 6 to 

32, is optimized by 

an inner 2-fold cross-validation loop over the training subjects. 
 

The performance is measured in terms of the  F1 measure (or F1 score) 
 

and the Clasification Rate (CR): 
 
 

F 1 = 2 
precision · recall 

(1) 
precision + recall 

 

C R = (T P + T N )/(T P + T N + F P + F N ) (2) 

 
where T P /T N/F P /F N  stands for true positive, true negative, false positive 

and false negative respectively. 

We also consider the per class F1 measure.  It results from considering one 

class as positive while the other as negative and vice versa.  In particular, the 

measure used in the inner cross-validation loop of the parameter optimization 

uses the combined F1 measure, defined as 0.5  × F1 Positive Class + 0.5 × 

F1 Negative Class, as a performance measure. 
 

Both audio and visual features are z-normalized to zero mean and unity 

standard  deviation.   The  means  and  standard  deviations  are  computed  

· 
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the  training  set  only,  and  then  applied  to  the  test  set. In  addition,  
the 

 

audio and visual features are synchronized for audiovisual fusion, since they 

are  extracted  at  different  frame  rates.   This  is  achieved  by  

upsampling  the visual features by linear interpolation as in [72].  For the 

experiments using audiovisual information, the audio and visual features are 

concatenated in a single vector for feature-level fusion. 

The  training  and  testing  of  the  classifiers  is  performed  on  a  

frame-level basis.  Classification is performed by applying either the single-

modal or the bimodal classifiers to all frames of the given episode resulting 

in a series of scores between -1 and 1 for each frame.  These scores are 

summed across all frames and the entire episode is labeled based on the 

classifier that produced the maximum score over the entire sequence. 

As shown in Table 2, the total duration of speech episodes is higher than 

the total duration of laughter episodes.  Consequently, there are many more 

speech  frames  than  laughter  ones. This  means  that  the  

training  set  can become  unbalanced.   This  is  even  worse  in  the  3-

class  problem,  where  the laughter examples are further divided into 2 

classes.  Such an unbalanced set tends  to  degrade  the  performance  of  

the  classifier  [73].   Consequently,  the negative  classes  are  constructed  

by  randomly  sampling  negative  examples, 

so they contain no more than twice the number of examples of the positive 

class. 

A randomization test [74] is used to compare the performance of audio- 

only classification with the audiovisual fusion.  As discussed in [75], the ran- 

domization  test  performs  similarly  to  the  commonly  used  T-test  

when  the normality assumption is met, but outperforms the T-test when the 
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Table  4:  Mean  (and  standard  deviation)  of  the  F1  and  classification  
rates 

(CR)  for  laughter-vs-speech  discrimination  of  22-fold  cross  validation  

con- ducted 10 times.  When the difference between the audio and the 

audiovisual classifier is statistically significant then this is denoted by † next 

to the best value. 
 
 

Lapel  Microphone  Audio Camera  Microphone  Audio 
 

Modalities 
 

F1 Laughter 
 

F1 Speech 
 

CR 
 

F1 Laughter 
 

F1 Speech 
 

CR 

Video 77.2 (0.7) 87.5 (0.3) 83.9 (0.4) 77.2 (0.7) 87.5 (0.3) 83.9 (0.4) 

Audio 84.7 (0.5) 92.0 (0.2) 89.5 (0.3) 79.3 (1.1) 89.7 (0.4) 86.2 (0.6) 

Audiovisual 85.8 (0.5) † 91.8 (0.2) 89.6 (0.3) 86.5 (0.6 † 92.2 (0.3) † 90.1 (0.4)† 

 

 
 

assumption over the sampled population is not met.  The randomization test 
 

is applied on the average performance measure, i.e., averaging over all sub- 

jects  of  a  cross-validation  experiment.   Since  each  experiment  is  

conducted 

10 times,  we end up with 10 paired differences.  The significance level 

used was set to 5%.  In order to get a more detailed view of the 

comparison, we also apply the randomization test for each subject 

separately. 

 

 

5.  Experimental Results 
 

 

In  this  section  we  report  audio-only,  video-only  and  audiovisual  

fusion results on two sets of experiments:  1) discrimination between 

laughter and speech and 2) discrimination between voiced laughter, unvoiced 

laughter and speech.  Both types of speech, English and the subjects’ mother 

language, are merged and considered as one class.  For a preliminary 
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analysis of language effects  interested  readers  are  referred  to  [42]. We  

also  present  results  on laughter-vs-speech discrimination based on 

thermal images.  Please note that 
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the results presented here should be considered as baseline results. 
 

A total of 13 examples (9 laughter, 4 speech) have been excluded due to 

either facial occlusions while laughing/speaking, or the face the field of view 

of  the  camera.  Therefore,  no  useful  visual  information  could  be  

extracted. 
 

In total, 554 laughter episodes (311 voiced and 243 unvoiced) and 845 speech 

utterances were used.  The complete list of annotations can be found in [43]. 

 

5.1.  Laughter-vs-Speech Discrimination Results 
 

The aim in this set of experiments is to discriminate laughter from speech 

using the audio channel, the visual channel and the combination of both.  Two 

different scenarios are considered, one using the lapel microphone, where the 

audio  noise  levels  are  low,  and  one  using  the  camera  microphone,  

where the  audio  signal  is  noisy. Results  for  both  scenarios  are  

shown  in  Table 

4.  Video-only classification results in both cases in the worst 

performance. Note that in both cases the results for video-only classification 

are the same since they differ only in the audio channel used.  This is not 

surprising since the  audio  channel  carries  most  of  the  information  

whereas  the  video  chan- nel carries some extra complementary 

information.  In addition, laughter is usually  accompanied  by  a  facial  

expression  but  there  are  some  cases  that these expressions are subtle so 

the additional visual information is negligible. This is in agreement with 

previous studies in audiovisual laughter-vs-speech discrimination,  e.g.,  [24],  

but  also  on  audiovisual  speech  [72,  76]  and  affect recognition [77]. 

In the case of lapel microphone audio, it can be seen from Table 4 that the 

audiovisual fusion does not result in an improved performance over the audio- 
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only  performance.   The  F1  measure  for  speech  and  the  CR  are  

practically 
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the same for both approaches.  Only the F1 measure for laughter benefits a 
 

little, with a small but statistically significant absolute increase of 1.1%.  The 

results are different in the case of the camera audio.  As a consequence of the 

lower signal to noise ratio, the audio-only performance decreases but it is still 

better than the video-only performance.  The audiovisual fusion significantly 

outperforms the audio-only performance resulting in a 7.2%, 2.5% and 3.9% 

absolute increase in F1 laughter, F1 speech and CR respectively. 

Previous findings state that the combination of audio and visual informa- 

tion  was beneficial  for  speech-vs-laughter discrimination  [24,  78,  28,  

30],  in contradiction with the experiments with low audio noise levels.  

However, in 

all previous works a meeting scenario was considered and, as a consequence, 

the audio signal was noisy.  The results from both experiments are in 

agree- ment with [72, 76], which report that in audiovisual speech 

recognition the benefits of fusion become apparent when the noise level 

increases. 

Fig.  8a shows the classification rates per subject (male subjects only) for 

the audio-only, video-only and audiovisual approaches when the camera audio 

is considered.  In the single-modal experiments the classification performance 

per  subject  varies  a  lot.   It  ranges  from  65%  for  subject  S05  to  

100%  for subject S16 for video-only, and from 73% for subject S03 to 100% 

for subject S21 for audio-only.  The audiovisual approach is less subject-

dependent with 

all subjects achieving an accuracy of over 86%, except for subject S05 that 

yielded a CR of 76%.  The difference between the audio-only and audiovisual 

classifiers is statistically significant for all male subjects except for S06, S07, 
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S21 and S24, with fusion being worst for S05, S17 and better for the rest. 

For the case of female subjects (Fig.  8b) similar conclusions can be drawn 
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(a) Male Subjects 
 

 
 

1.1 

 
1 

Laughter Vs Speech 

 
FACE MFCC FACE + MFCC 

 
0.9 

 
0.8 

 
0.7 

 
0.6 

 
0.5 

 

 
S02 S08 S09 S11 S13 S14 S20 S22 S23 S25 

Subjects 
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Figure 8:  CR per subject for audio-based, video-based, and audiovisual fusion 
 

approaches  to  laughter-vs-speech  discrimination.  The  results  presented  

are the  mean  and  standard  deviation  for  each  subject  averaged  over  

10  runs. Horizontal lines indicate the CR attained by a system that 

always predicts the  most  common  class  on  the  test  set  for  a  given  

subject.   No  horizontal line means the majority guessing CR is less than 

the lower limit of the plot (50%) 

 
 

 
 

C
la

s
s
if
ic

a
ti
o
n

 r
a

te
 

C
la

s
s
if
ic

a
ti
o
n

 r
a

te
 



AC
C

EP
TE

D
 M

AN
U

SC
R

IP
T

ACCEPTED MANUSCRIPT

58   

 
 
 
 
 

regarding the variability of the performance.  In this case the difference be- 
 

tween the audio-only and audiovisual classifiers is statistically significant for 
 

all subjects except for S09,  S11 and S22,  with the audiovisual fusion 

being beneficial for S02, S14, S20 and S23 and worse for 3 subjects, S08, 

S13 and S25. 

It  can  be  seen  in  Fig.   8,  that  for  some  subjects  the  video-only  

perfor- mance  is  much  lower  than  the  audio-only  performance  and  

vice  versa.   In case of the video-only approach this is likely the result of 

bad tracking of the facial points.  In particular, subjects S17 and S25 

produce large head move- ments  which  significantly  degrade  the  quality  

of  tracking  and  subject  S22 wears glasses which also affects the 

performance of the tracker.  On the other hand,  subjects  like S05 and  S07 

only  produce subtle  facial expressions  and mainly produce unvoiced 

laughs (3 voiced and 19 unvoiced laughter episodes for subject S05 and 6 

voiced and 21 unvoiced laughter episodes for subject S07) which are harder 

to detect from video-only as explained in section 5.2. Regarding the 

degraded audio-only performance for subjects S04,  S19,  S20 and  S23  

this  could  be  the  result  of  different  background  noises,  since  the 

recording conditions are not the same for all sessions.  In addition, the 

fact that subjects have different accents, since almost all of them are non-

native English speakers, should also be taken into account. 

Table A.8 shows the normalized confusion matrices for the audio, video 

and audiovisual classifiers.  It can be seen that the main source of 

confusion for video is laughter episodes being classified as speech (31%), 

whereas much fewer speech utterances are classified as laughter (6.4%).  The 

same is true for audio, where very few speech utterances are confused with 
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When combining audio and video, the number of speech utterances confused 
 

with  laughter  increases  (compared  to  audio-only),  from  0.9%  to  

3.4%,  but the  number  of  laughter  episodes  classified  as  speech  

significantly  decreases from 33.4% to 19.9%. 

In order to illustrate when the addition of visual information helps,  ex- 

amples of speech and laughter are shown in Fig.  9, 10 and 11.  Fig.  9 shows 

a laughter episode produced by a male subject which is confused with speech 
 

by audio, but since it is accompanied by a pronounced smile the audiovisual 

classifier is able to and correctly classify it as laughter.  The previously shown 

example  in  Fig.   2  also  corresponds  to  this  same  situation.   Fig.   

10  shows another example of laughter misclassified by the audio classifier.  

In this case, the laughter is accompanied by a very weak smile.  Therefore,  

the addition 

of visual information does not help so the example is misclassified as speech 

also  by  the  audiovisual  classifier.  Finally,  Fig.  11  shows  a  speech  

example which  is  correctly  classified  by  the  audio  classifier  but  since  

it  is  produced with a smile it is confused with laughter by the audiovisual 

classifier. 

The main conclusions drawn from the above experiments can be summa- 

rized as follows: 

 

1.  Audiovisual fusion is beneficial when the audio signal is noisy, but does 

not help when the noise level is low. 

2.  Most errors are laughter episodes confused with speech.  Relatively few 

speech utterances are confused with laughter. 

3.  The addition of visual information to audio slightly increases the 

num- ber  the  speech  utterances  misclassified  but  significantly  
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reduces  the number of misclassified laughter episodes. 
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(a) Frame 535  (b) Frame 540  (c) Frame 545  (d) Frame 550  (e) Frame 556  (f ) Frame 
562 

 

Figure  9:   Example  of  voiced  laughter  displayed  by  subject  S019,  

Session S019-002.  This example is misclassified by the audio classifier but 

correctly classified by the audiovisual classifier. 
 

 
 
 
 
 
 
 

(a) Frame 1978(b) Frame 1980(c) Frame 1982(d) Frame 1985(e) Frame 1988(f ) Frame 1990 
 

Figure  10:  Example  of  voiced  laughter  displayed  by  subject  S023,  

Session S023-004.  This  example  is  misclassified  by  both  the  audio  

and  audiovisual classifiers. 
 

 
 
 
 
 
 
 

(a) Frame 1944(b) Frame 1951(c) Frame 1959(d) Frame 1967(e) Frame 1975(f ) Frame 1980 
 

 

Figure 11:  Example of speech displayed by subject S020, Session S020-002. 

This  example  is  classified  correctly  by  the  audio  classifier  but  

misclassified 

by the audiovisual classifier. 
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5.2.  Voiced Laughter-Unvoiced Laughter-Speech Discrimination Results 
 

In  this  set  of  experiments  laughter  is  divided  into  2  classes,  

voiced  and unvoiced, as described in section 3.5.  We have a 3-class 

problem and we use three one-vs-all classifiers. 

Results are shown in Table 5.  It is obvious that the performance is worse 

than  laughter-vs-speech  discrimination  for  both  types  of  audio  used.   

The video-only classifier performs better than the audio-only classifier for 

voiced laughter, but it performs much worse for unvoiced laughter for both 

types of audio. 

In  the  case  of  the  lapel  microphone  audio,  the  audiovisual  fusion  

leads 
 

to an improvement over the audio-only classification of voiced laughter and 

speech,  with an absolute increase in F1 for laughter of 10.2% and 2.3% re- 

spectively.  On the other hand it is harmful for unvoiced laughter, 

resulting 

in a 11.9% absolute decrease in the F1 measure for laughter.  This is due to 

the  poor  performance  of  the  video  classifier  on  unvoiced  laughter.  

Overall, 

a 0.8% improvement in the CR is reported, which is a statistical significant 

difference. 

In the case of the camera microphone audio, the performance of the audio 

classifiers is further degraded due to noise.  The same conclusion as above can 

be drawn.  The audiovisual fusion outperforms the audio-based classification 

for  voiced  laughter  and  speech,  resulting  in  an  absolute  increase  of  

the  F1 measure  of  17.5%  and  4.6%,  respectively.   Similarly,  the  

addition  of  visual information to audio leads to a 6.3% absolute decrease in 
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the F1 measure for the case of unvoiced laughter.  Overall, a 4.1% increase in 

the CR is reported. 

Fig.  12a shows the classification rates per subject (male subjects only) for 
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Figure  12:   CR  per  subject  for  audio-based,  video-based,  and  
audiovisual 

 

feature-level-fusion approaches for voiced laughter-vs-unvoiced laughter-vs– 

speech  discrimination. The  results  presented  are  the  mean  and  

standard deviation averaged over 10 runs.  Horizontal lines indicate the 

CR attained 

by a system that always predicts the most common class on the test set for 
 

a given subject.  No horizontal line means the majority guessing CR is less 

than the lower limit of the plot (40%). 
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Table  5:  Mean  (and  standard  deviation)  of  the  F1  and  classification  
rates 

 

(CR)  for  voiced  laughter,  unvoiced  laughter  and  speech  discrimination  

of 

22-fold  cross  validation  conducted  10  times.   When  the  difference  

between the audio and the audiovisual classifier is statistically significant 

then this is denoted by † next to the best value. 
 
 

Lapel  Microphone  Audio 
 

Cues 
 

F1 Voiced 
 

F1 Unvoiced 
 

F1 Speech 
 

CR 

 Laughter Laughter   
 

Video 
 

60.8 (0.9) 
 

34.0 (2.7) 
 

87.6 (0.4) 
 

74.5 (0.6) 

Audio 57.1 (1.8) 73.6 (1.3) † 89.7 (0.5) 81.5 (0.6) 

Audiovisual 67.3 (0.8) † 61.7 (1.6) 92.0 (0.3) † 82.3 (0.4) † 

 
Camera  Microphone  Audio 

 

Video 
 

60.8 (0.9) 
 

34.0 (2.7) 
 

87.6 (0.4) 
 

74.5 (0.6) 

Audio 52.3 (1.6) 68.3 (1.6) † 88.2 (0.3) 79.1 (0.4) 

Audiovisual 69.8 (0.7) † 62.0 (1.2) 92.6 (0.3) † 83.2 (0.2) † 

 

 
 

the audio-only, video-only and audiovisual approaches when the camera audio 
 

is considered.  In the single-modal experiments the classification performance 

per subject varies a lot.  It ranges from 62% for subject S03 to 96% for subject 

S15  for  video-only,  and  from  54%  for  subject  S04  to  100%  for  

subject  S21 for audio-only.  The audiovisual approach is less subject-

dependent with all subjects achieving an accuracy between 73% for S05 

and 98% for S21.  The difference  between  the  audio-only  and  

audiovisual  classifiers  is  statistically significant  for  all  male  subjects,  

being  better  for  S01,  S03,  S04,  S06,  S07, S15, S16, S19 and S24 and 

worse for the other three. 

For  the  case  of  female  subjects  (Fig.   12b)  similar  conclusions  
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can  be drawn regarding the variability of the performance.  In this case the 

difference 
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between the audio-only and audiovisual classifiers is statistically significant 
 

for all subjects except for S09, S11 and S13, with the audiovisual fusion being 

beneficial for S02, S14, S20 and S23 and worse for 3 subjects, S08, S22 and 

S25. 

By comparing Fig.  12a and 12b we see that male subjects tend to have 

higher  performance.   The  mean  CR  for  male  subjects  is  80.8%,  82.9%  

and 

88.1% for video-only,  audio-only and audiovisual classification,  respectively 

whereas the mean CR for female subjects are 64.9%, 75% and 77.2%. 

Table A.9 shows the normalized confusion matrices for the audio, visual 

and audiovisual classification, respectively.  The audio classifiier mostly con- 

fuses voiced laughter with speech.  This is not surprising since voiced laughter 

is usually described as vowel-like in literature [16]. 
 

The  video  classifier  mostly  confuses  unvoiced  laughter  with  speech,  

but there is also significant confusion between voiced and unvoiced laughter.  

The visual  information  yields  bad  results  for  unvoiced  laughter  

discrimination against  voiced  laughter  and  speech,  whereas  it  

discriminates  efficiently  be- tween the other two classes (see Table A.9).  

We believe visual information can  efficiently  code  the  differences  

between  a  fully  expressive  open-mouth smile  typical  of  voiced  

laughter  and  the  more  closed-mouth  configurations typical for speech.  

In contrast, unvoiced laughter visual appearance is much more  evenly  

distributed  among  the  closed  and  open  mouth  configurations. This  

can  be  illustrated  by  Fig.  13,  where  we  show  a  histogram  of  

values 

of  the  first  visual  feature.  This  feature  mainly  controls  the  opening  
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(lower values)  and  closing  (higher  values)  of  the  mouth  [24]. It  

is  obvious  that while  the  histograms  for  male  speech  and  voiced  

laughter  are  concentrated 
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Figure 13:  Histogram of the first shape feature for female (a) and male (b) 
 

speech utterances. 
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Figure 14:  Histogram of the first shape feature for female (a) and male (b) 
 

unvoiced laughter episodes. 
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Figure 15:  Histogram of the first shape feature for female (a) and male (b) 
 

voiced laughter episodes. 
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Table 6:  Symmetric Kullback Leibler divergence for the histograms presented 

 

in  Fig. 13  to  15. S  :  Speech,  LU N V    :  Unvoiced  Laughter,  LV    :  

Voiced 
 

Laughter. 
 

 

Compared 
 

Female 
 

Male 

Distributions Subjects Subjects 

 

S − LU N V 
 

12.64 
 

14.92 

S − LV 6.99 18.58 

LU N V   − LV 0.79 1.45 

 

 
over more extreme values, the unvoiced laughter histogram is more balanced 

 

throughout the range of values. 
 

Furthermore,  female  voiced  laughter  is  more  prone  to  be  confused  

with speech than male voiced laughter (see Fig.  12), since in our database 

females produce voiced laughter with closed mouth more often, as shown in 

Fig. 15. An example can be seen in Fig. 10. 

Table 6 shows the symmetric Kullback Leibler divergence [79] for the the 

histograms  presented  in  Fig.   13  to  15.   It  is  also  obvious  from  

this  table that the distributions of the first visual feature for female speech 

and voiced laughter is much more similar than the corresponding 

distributions for male subjects.   This  also  explains  why  female  voiced  

laughter  is  confused  more with speech than male voiced laughter. 

Finally, the audiovisual classifier significantly reduces the number of voiced 

and unvoiced laughs confused with speech, compared to the audio classifier. 

This comes at the expense of a small increase in the confusions between the 
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two types of laughter. 
 

The main conclusions drawn from the above experiments can be summa- 

rized as follows: 

 

1.  Audiovisual  fusion  is  beneficial  for  the  recognition  of  voiced  

laughter and speech but not for unvoiced laughter. 

2.  The audio classifier mainly misclassifies voiced laughs as speech, 

whereas the video classifier mainly misclassifies unvoiced laughs as 

speech.  In addition,  the  video  classifier  systematically  confuses  

voiced  and  un- voiced laughter due to similar facial expressions. 

3.  The addition of visual information to audio significantly decreases 

the confusion of the two types of laughter with speech, compared to 

audio, but slightly increases the confusion between them. 

4.  Unvoiced laughter episodes tend to be accompanied by more subtle 

fa- cial expressions than voiced laughter, but there is no strong 

correlation between the mouth configuration and the type of laughter. 

5.  In this database, female subjects also produce a significant number 

of voiced laughter with closed mouth which confuses the video 

classifiers, and  therefore  leads  to  a  lower  classification  rate  

compared  to  male subjects. 

 
5.3.  Results Using Thermal images 

 

We  aim  to  discriminate  speech  and  laughter  using  static  images  on  

the thermal infrared spectrum.  We followed a fully automatic system, 

described 

in the following.  First the face is detected using a Viola & Jones-like algo- 

rithm.  The location of both eyes and both nostrils is subsequently detected 
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Table 7:  Average error in discrimination between laughter and speech using 

 

thermal imagery (left), and corresponding confusion matrix (right). 
 

 
 

F1-Laugh F1-Sp CR 
 

 

46 (2.9) 74 (1.8) 65 (2.0) 

Pred.  laugh. Pred.  speech 
 

 

Laugh. 49.9 50.1 
 
Speech 28.5 71.5 

 
 
 

using  the  algorithm  presented  in  [40]5. Using  these  4  points,  the  face  
is 

 

registered to a default template through a non-reflective affine similarity to 

eliminate the effects of translation and scaling, which is not assume isotropic. 

A default region of interest (ROI) is selected over the registered face, which 
 

is specified to cover the whole mouth region even for the cases of wide mouth 

opening due to laughter.  The set of features described in [41] is then 

com- puted  over  the  ROI  per  image.   Finally,  exactly  the  same  

methodology  as 

in  section  4.3  is  used  for  classification.   We  opted  for  using  the  

features  in 
 

[41] rather than the ones in [36] since for the latter, the images are registered 

using manual annotations.  The precision of the registration has a great 

influ- ence on the PCA, since without such precise alignment, the PCA will 

encode differences produced by the missalignment rather than the 

information pro- duced by facial expressions.  In our case we aimed at 

performing an automatic alignment, so we discarded this approach. 

In  those  cases  where  the  face  detection  or  the  registration  failed,  

the 
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5 An executable for detecting the face and the facial components in thermal images is 
 

available from the groups website. 
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Figure  16:   Automatic  detection  of  both  eyes  and  both  nostrils.   The  
face 

 

is  registered  using  these  points,  and  a  Region  of  Interest  that  encloses  

the mouth is defined over the registered face. 

 

 

image was excluded from the dataset.  However, in the cases where the 

regis- tration was not accurate but did not fail, we consider the image, 

since such imprecision is typical from an automated system. 

An example of the obtained automatic facial component localization and 

the ROI from where the features are extracted is shown in Figure 16.  The 

re- sults obtained for the speech-laughter discrimination task are shown in 

Table 

7.  It can be seen that similarly to the video-only classification speech can be 

much better recognised than laughter.  It is also clear that the performance 

is  much  lower  than  the  audio-only  or  video-only  classification.  

However,  it should  be  noted  that  both  in  audio  and  video  processing  

there  are  several good performing features sets, whereas research in 

thermal videos processing 

is at an early stage and there are no standard feature sets.  We simply 

pro- vide a baseline performance in this study, but it could be possible to 

further improve the performance by using more sophisticated features, like 
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features from difference thermal images. 
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6.  Conclusions 

 
In this paper we presented a new database focused on laughter, offering 

 

a  lot  of  advantages  with  respect  to  previously  existing  databases.   

Firstly, 
 

a variety of modalities are included,  namely,  two sources of audio of 

differ- ent  quality,  a  camera  video  stream  and  a  thermal  video  

stream.   Secondly, the  focus  of  the  database  on  audiovisual  recording  

of  laughter  means  that the  recording  conditions  facilitated  that  visual  

facial  information  is  almost always available, and that the amount of 

laughter sessions and the number 

of subjects producing them is large enough.  The database can be used 

both for audiovisual laughter-vs-speech classification and audiovisual 

laughter de- tection experiments using the speech sessions.  Thirdly, we 

include laughter and  speech  recordings  for  almost  all  subjects,  

whereas  speech  and  laugh- ter from the same subject is usually not 

included in most laughter-oriented databases.  Finally, the database is 

broadly annotated and highly accessible, since it is publicly available and 

searchable through the internet.  Along with the presented database, we 

provide extensive baseline experiments for auto- matic  discrimination  of  

laughter  and  speech,  and  between  voiced  laughter, unvoiced laughter 

and speech.  Experimental results are detailed in terms of video-based, 

audio-based and audiovisual discrimination, and also depending 

on gender, both for noisy and clean audio. 
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Figure  A.17:  Top  row:  Audio  Signal  (Camera  Microphone),  Bottom  

Row: Spectrogram. 
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Table A.8:  Confusion matrices for laughter-vs-speech discrimination. 

 

 

Actual 
 

Actual 
 

Actual 
 

Actual 
 

Actual 
 

Actual 

Laughter Speech Laughter Speech Laughter Speech 

 
Video Audio Audiovisual 

 

 
Predicted 

 

Laughter 

 

69.0 6.4 66.6 0.9 80.1 3.4 

 

Predicted 
 

Speech 

 

 
31.0 93.6 33.4 99.1 19.9 96.6 

 

 
Table  A.9: Confusion  matrices  for  voiced  laughter-unvoiced  laughter-
vs- 

 

speech discrimination. 
 

 
Actual Actual Actual 

 

LV LU S LV LU S LV LU S 

 
Video Audio Audiovisual 

 

 

Predicted LV 
 

57.3 
 

30.5 
 

2.7 
 

39.9 
 

15.6 
 

0.2 
 

66.9 
 

24.5 
 

2.0 

Predicted LU 18.2 27.3 2.8 9.2 58.4 0.3 14.1 53.5 0.3 

Predicted S 24.5 42.2 94.5 50.9 26.1 99.5 19.0 22.0 97.7 
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THE MAHNOB Laughter Database 
 

Stavros Petridis, Brais Martinez, Maja Pantic 
 

 
 
 

HIGHLIGHTS 
 

 
 
 

- We present an audiovisual laughter database. 

- The organisation of the database, which is freely available online, is described. 

- Statistics are also provided for the male and female subjects. 

- Baseline results are provided. 

- It is investigated when the addition of visual information is beneficial. 


