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Abstract—Certain inner feelings and physiological states like pain are subjective states that cannot be directly measured, but can be estimated from spontaneous facial expressions. Since they are typically characterized by subtle movements of facial parts, analysis of the facial details is required. To this end, we formulate a new regression method for continuous estimation of the intensity of facial behavior interpretation, called Doubly Sparse Relevance Vector Machine (DSRVM). DSRVM enforces double sparsity by jointly selecting the most relevant training examples (a.k.a. relevance vectors) and the most important kernels associated with facial parts relevant for interpretation of observed facial expressions. This advances prior work on multi-kernel learning, where sparsity of relevant kernels is typically ignored. Empirical evaluation on challenging Shoulder Pain videos, and the benchmark DISFA and SEMAINE datasets demonstrate that DSRVM outperforms competing approaches with a multi-fold reduction of running times in training and testing.
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1 INTRODUCTION

Spontaneous facial expressions are a window to our inner feelings and thoughts. They communicate emotions, clarify and stress what is being said, and signal comprehension, disagreement and stances [9]. It is not surprising then that machine understanding of human facial expressions could revolutionise the way we interact with computers, robots and cars; such technology would enable these artifacts to react properly when their users are tired, stressed and bored. Hence, machine understanding of facial expressions has recently become a hot research topic.

Most work to date focused on detection of the presence or absence of a certain facial expression (e.g. prototypic expression of happiness) or of a certain facial action (e.g. a smile, which is coded as AU12 in FACS [8]), instead on their full range intensity estimation [32], [54]. Yet, the meaning and function of spontaneous facial expressions depends largely on their intensity. For example, the smiles of enjoyment are full-blown smiles, while the “fake happiness smiles” (as in sarcasm) may be asymmetric and are usually less in intensity when observed in naturalistic social settings. As noted in [13], “most of the smile genuineness impression is created by the intensity of the smile”.

Furthermore, most of the past work on the topic treats the observed facial region holistically rather than a sum of its part [32], [54]. Yet findings from psychological research suggest that the brain processes facial expressions as a set of its parts (cf. facial actions) rather than holistically [1]. This also forms the basis of componential facial emotion theory, which suggests that only components of facial expressions (facial actions) are universally displayed, and that only components of expressions play a role in facial expression interpretation, not full expressions [31]. This explains why humans can ‘fill in’ the missing parts of an occluded facial expression and judge expressed emotional states even though just some facial actions are visible.

In contrast to earlier work in machine understanding of facial expressions, we study spontaneous facial behavior in video for identifying the intensity levels of:

1) Facial Action Units (FAU) of the facial action coding system (FACS) [8],
2) Two factors of emotional experience: Valence – how much negative or positive, and Arousal – how much calming or exciting is the experience, and
3) Shoulder pain of patients during arm movement tests.

Since our goal is to identify the intensity of (1)–(3), our problem is that of continuous estimation of spontaneous facial behavior. This problem is challenging for a number of reasons. In general, spontaneous facial expressions are characterized by subtle facial deformations that are difficult to track, and frequent out-of-plane head movements whose effects are difficult to remove. By patients with pain, considered in this paper, facial expressions are typically subdued, due to a long-term exposure to pain. Moreover, near-by intensity levels of emotional experience (or pain) are typically manifested by very small differences in facial expressions. All these challenges require a fine-grained approach capable of identifying the most relevant facial details and their subtle movements.

1.1 Motivation

Psychological studies on facial expressions agree on two key findings that motivate our approach.
First, our motivation to estimate the intensity of valance, arousal, and pain by analyzing facial behavior on a continuous scale rather than in terms of discrete levels stems directly from the relevant research in psychology [9], [15], [16]. That research has found that the intensity of spontaneous facial expressions are proportional to the intensity of underlying affective states, modulated by a particular social situation. For example, the vigor of spontaneous eye squints and brow scows reveals the intensity of the felt pain [5]. Consequently, the continuous-valued intensity of people’s affective and physiological states (e.g. pain) – which cannot be directly measured – can be effectively estimated from continuous facial behavior estimation. In fact, there are many limitations and biases of verbal self-reports, and great benefits of measures based on nonverbal facial behavior [4]. E.g., this is currently the most prominent line of research in psychological and clinical studies of pain [5], [52]. This also explains why machine understanding of pain intensity from facial expressions would be beneficial in those studies.

Second, we propose here a method for automated FACS coding of shown facial expressions. FACS defines 32 FAUs, considered to be the smallest visually discernible facial movements directly related to contractions of the underlying muscles. FACS has been developed for human observers and it provides the rules for the recognition of these 32 FAUs and their intensity, which is defined using the five level FACS model (A<B<C<D<E) [8]. This 5-level FACS model for FAU intensity scoring is useful for human annotators who then do not have to depict finer differences between the intensity of the observed facial movements. But, on the other hand, this model is too crude for computer-vision-based approaches that can easily track and estimate very fine differences in the magnitude of the tracked motion (e.g. see [50]). Hence, in this work, we approach the problem of FACS coding as a continuous-value estimation problem.

1.2 Overview of Our Contributions

We cast our continuous estimation problem within the regression framework, and formulate a new regressor – called Doubly Sparse Relevance Vector Machine (DSRVM). DSRVM identifies the most relevant training examples of face snapshots – termed relevance vectors – which improve regression. Simultaneously, DSRVM also identifies the most informative parts of relevant training faces. To this end, DSRVM uses a bank of kernel functions and the selection of informative facial parts is formalized as a selection of optimal kernel functions from the bank. To avoid overfitting, and reduce computation complexity, we regularize DSRVM to be twofold sparse in terms of both relevance vectors and kernels.

DSRVM simultaneously learns multiple kernels within a probabilistic framework. This allows computationally efficient EM learning and doubly sparse solutions, where the learned DSRVM uses only a few kernels and a few relevance vectors. This advances related multiple-kernel learning (MKL) methods [11], [34], [35], [46]. They are typically specified within the max-margin framework, where enforcing sparsity in both primal and dual domains is computationally intractable, and thus requires approximations [58]. The existing MKL methods enforce sparsity only by selecting a few relevance vectors; however, the resulting number of relevant kernels can be prohibitively large.

We present empirical evaluation on challenging videos of the benchmark Shoulder Pain [24], SEMAINE [26], and DISFA [25] datasets. The experiments demonstrate many advantages of DSRVM, in comparison with competing approaches, in terms of higher accuracy and reduced computation complexity.

In the sequel, Sec. 2 reviews prior work; Sec. 3 formalizes DSRVM; Sec. 4 explains our differences from RVM; Sec. 5 presents our differences from related MKL methods; Sec. 6 and Sec. 7 specify video features and kernels that we use for DSRVM regression; Sec. 8 describes the four datasets we use for evaluation and shows our experimental results; and Sec. 9 presents our concluding remarks.

2 RELATED PRIOR WORK

This section reviews prior work on: machine analysis of facial expressions in a continuous domain, pain intensity estimation and FAU-intensity estimation. A more detailed explanation of our differences from Relevance Vector Machine [47], [48], and existing MKL methods — namely, SimpleMKL (SMKL) [35], and multi-kernel RVM [3], [6] — is deferred to Sec. 4 and Sec. 5.

In comparison to continuous-domain affect recognition from speech, continuous-based analysis of facial signals for affective computing is relatively underexplored research direction. A few existing approaches are narrowly aimed at inferring either valence and arousal intensities [12], or pain intensity [19] based on holistic dynamics of the appearance and characteristic points of a face as a whole.

Estimation of pain from facial expressions has been typically cast as a binary classification problem [10], [21], [23], [27], i.e., that of recognizing pain vs. no-pain, or as a multiclass problem [14], [38], i.e., that of recognizing a few ordinal levels of pain intensity. Except our previous work [19], we are not aware of any other approach to continuous-domain pain intensity estimation from facial behavior.

Our approach performs fine-grained continuous-value estimation of spontaneous facial expressions at every video frame. In contrast, most works on FAU-intensity modeling use the three point ordinal scale — namely, onset-apex-offset — corresponding to the three characteristic temporal segments of the facial behavior [18], [41], [51]. Only a few existing approaches estimate FAU intensities for each video frame [17], [25], [38], [42]. However, they use holistic appearance features, extracted from the entire face, and do not account for relevant facial parts.

Most approaches to automatic facial behavior estimation typically analyze the face as a whole [54]. They usually estimate temporal changes of facial appearance or facial feature points extracted from the entire face (e.g. [19], [23], [51]). The only exceptions include the part-based
methods for detecting facial actions units (FAUs) [20], [41], [56], those for classifying basic emotion categories [22], [53], [57], and those for pain classification [21], [27]. However, these approaches are not suitable for our problem due to the following limitations. Except for [19], none of the works performs intensity estimation. The methods of [20] and [41] identify important facial parts for detecting FAUs, but they do not account for interactions between the parts. Consequently, they underperform in the case when two (or more) FAUs simultaneously co-occur — which is quite frequent in spontaneous facial expressions — since this modifies the appearance of facial parts relative to single FAU occurrences. Also, the work of [53] seems inappropriate for our purposes, because of its poor trade-off between complexity and accuracy. It uses a computationally expensive graph matching for identifying relevant facial parts and their relationships for emotion categorization. [57] is a stage-wise approach, which first selects the patches using Multi-task sparse learning and then classifies those using SVM. [22] combines sparse linear SVM with multi-task learning for recognizing the six basic emotions. They learn sparse emotion-specific and shared sets of feature dimensions. However, the number of selected dimensions is non-adaptive and needs to be pre-defined. [56] jointly detects multiple FAUs, while selecting a sparse set of facial parts and their relationships for emotion categorization.

3 THE MODEL

This section specifies our DSRVM which is the following regression problem. Suppose we are given training video frames showing spontaneous facial expressions, \( D = \{(x_n, t_n)\}_{n=1}^N \), where \( x_n \) is a feature vector, and \( t_n \) is the associated target value corresponding to the intensity level of a person’s emotion experience (e.g., real-valued valence or arousal). Our goal is to find a function, \( y \), that models \( y(x) = t \) for any \( (x, t) \) pair.

For regression, DSRVM uses a weighted sum of \( M \) basis functions, \( y(x) = \sum_{m=1}^M w_m \phi_m(x) \), where \( w = [w_1, \ldots, w_M]^\top \) weight the contribution of basis functions \( \phi_m \) in the sum. The \( m \)th basis is computed by centering a kernel \( \kappa \) at the \( m \)th training data point, \( \phi_m(x) = \kappa(x, x_m) \) and \( M = N \). The kernel \( \kappa \) is defined as

\[
\kappa = \sum_{k=1}^K v_k \kappa_k, \tag{1}
\]

where \( \{\kappa_k\}_{k=1}^K \) is a set of predefined kernels, and \( v = [v_1, \ldots, v_K]^\top \) are their corresponding weights. \( \kappa_k \) could be any kernel function, like Radial Basis Function (RBF), and histogram intersection kernels. There is no restriction to Mercer kernels, as in Support Vector Machines [45].

Thus, DSRVM defines the regression function \( y \) as

\[
y(x; w, v) = \sum_{m=1}^M \sum_{k=1}^K w_m v_k \kappa_k(x, x_m). \tag{2}
\]

DSRVM is a doubly sparse model, because learning seeks to identify a small subset of non-zero weights \( w_m \) and \( v_k \), whereas the remaining weights are zero. This means that a sparse set of basis functions \( \phi_m \) will be used for regression. Since each \( \phi_m \) is associated with \( x_m \), the training data with nonzero weights in (2) are called the relevance vectors (RV). Following this convention, the \( \kappa_k \) with non-zero weights are called the relevance kernels (RK).

DSRVM solves the regression model defined by (2) in a Bayesian way, and therefore the next step is to define probability distributions for the error and the parameters of (2). We assume an additive Gaussian error \( \epsilon \) with zero mean and variance \( \sigma^2 \), i.e.

\[
p(t | w, v, \sigma^2, x) \sim \mathcal{N}(t; y(x; w, v), \sigma^2), \tag{3}
\]

where \( \mathcal{N}(t; y, \sigma^2) \) denotes the Gaussian distribution over the variable \( t \) with mean \( y \) and variance \( \sigma^2 \). Note that (3) holds for all training \( (x_n, t_n) \) pairs as well as the test data \( (x_{new}, t_{new}) \). Furthermore, we assume independence between the observations, i.e.

\[
p(t | w, v, \sigma^2, X) = \prod_n p(t_n | w, v, \sigma^2, x_n), \tag{4}
\]

where \( t = [t_1, \ldots, t_N]^\top \) and \( X = [x_1, \ldots, x_N]^\top \). In order to enforce sparse weights, we define a hierarchical Gaussian prior over \( w \) and \( v \):

\[
p(w | \alpha) \sim \mathcal{N}(w; 0, A^{-1}) \tag{5}
\]

\[
p(v | \beta) \sim \mathcal{N}(v; 0, B^{-1}) \tag{6}
\]

with the hyper-parameters \( A = \text{diag}(\alpha), \alpha = [\alpha_1, \ldots, \alpha_M]^\top \) and \( B = \text{diag}(\beta), \beta = [\beta_1, \ldots, \beta_K]^\top \). Furthermore, we assume a uniform prior distribution for the hyper-parameters. When integrated out, the hierarchical prior leads to the improper sparse prior over \( w \) and \( v \) with \( p(w_m) \sim 1/w_m \) (analogous for \( v_k \) ), which is similar to the sparse Laplace distribution [47]. A plates diagram of the model is depicted in Fig. 1. A full Bayesian treatment of the model would lead to the predictive distribution for a new target \( t_{new} \), given the features \( x_{new} \):

\[
p(t_{new} | t, X, x_{new}) = \int p(t_{new} | \Omega, x_{new}, \Omega(t, X)) d\Omega \tag{6}
\]

where \( \Omega = (w, v, \alpha, \beta, \sigma^2) \) is the set of all parameters. Hence, the training procedure needs to find the posterior distribution \( p(\Omega | t, X) \). Since this posterior is intractable without further assumptions, we employ a type-II maximum likelihood (ML) estimate of the hyper-parameters \( \alpha, \beta \) and a ML estimate for \( \sigma^2 \). To improve readability, we leave out the conditioning on \( X \) in the following. The posterior composes into \( p(\Omega | t) = p(\Omega | t, \alpha, \beta, \sigma^2) p(\alpha, \beta, \sigma^2 | t) \), where \( \alpha, \beta, \sigma^2 \) are the ML estimates of the corresponding parameters. The joint posterior of the weight parameters \( (w, v) \) cannot be explicitly calculated, and hence it is
approximated by a variational distribution that factorizes with respect to \(\mathbf{w}\) and \(\mathbf{v}\):
\[
p(q(\mathbf{w}, \mathbf{v}|\mathbf{t}, \alpha_*, \beta_*, \sigma_2^*) \approx q(\mathbf{w})q(\mathbf{v}),
\]
where the factors \(q(\mathbf{w})\) and \(q(\mathbf{v})\) are arbitrary distributions whose explicit form is derived as follows. Since \(t\) does not depend on \(\alpha_*\) and \(\beta_*\) if the posterior of \(\mathbf{w}\) and \(\mathbf{v}\) is given, the predictive distribution (6) can be approximated by
\[
p(p_{\text{new}}|\mathbf{t}, \mathbf{x}_{\text{new}}) \approx \int p(p_{\text{new}}|\mathbf{w}, \mathbf{v}, \sigma_2^2, \mathbf{x}_{\text{new}})q(\mathbf{w})q(\mathbf{v})d\mathbf{w}d\mathbf{v}
\]
and the variational lower bound of the marginal log-likelihood \(p(t|\alpha_*, \beta_*, \sigma^2_2)\) is
\[
\mathcal{L} = \int q(\mathbf{w})q(\mathbf{v}) \log \left(\frac{p(\mathbf{w}, \mathbf{v}, t|\alpha_*, \beta_*, \sigma^2_2)}{q(\mathbf{w})q(\mathbf{v})}\right) d\mathbf{w}d\mathbf{v}.
\]
The DSRVM training algorithm maximizes the approximated log-likelihood \(\mathcal{L}\) by repeating 5 update steps, which use a mix of Variational Inference and Expectation-Maximization. \(q(\mathbf{w})\) and \(q(\mathbf{v})\) are derived by variational methods and the parameters \(\alpha_*, \beta_*\) and \(\sigma^2_2\) maximize \(\mathcal{L}\) given the expectations of \(q(\mathbf{w})\) and \(q(\mathbf{v})\). Further derivation details are provided in the supplementary material, Appendix B. The resulting update steps are specified as:

**Step 1:** Re-estimate \(q(\mathbf{w})\)
\[
q^*(\mathbf{w}) \sim \mathcal{N}(\mathbf{w}; \mu, \Sigma), \quad \mu = \sigma^{-2}\Sigma \left(\sum_k \mathbb{E}[v_k] \Phi_k^\top\right) \mathbf{t},
\]
\[
\Sigma = \left(\mathbf{A} + \sigma^{-2} \sum_k \sum_l \mathbb{E}[v_kv_l] \Phi_k^\top \Phi_l\right)^{-1},
\]
where \(\mathbb{E}[.]\) is the expected value and \(\Phi_k \in \mathbb{R}^{N \times M}\) is the \(k\)th matrix slice along the 3rd dimension of the kernel design tensor \(\mathbf{K} \in \mathbb{R}^{N \times M \times K}\) with \(\mathbf{K}(n, m, k) = \kappa_{k}(\mathbf{x}_n, \mathbf{x}_m)\).

**Step 2:** Re-estimate \(q(\mathbf{v})\)
\[
q^*(\mathbf{v}) \sim \mathcal{N}(\mathbf{v}; \nu, \Lambda), \quad \nu = \sigma^{-2} \mathbf{A} \left(\sum_m \mathbb{E}[w_m] \Psi_m^\top\right) \mathbf{t},
\]
\[
\Lambda = \left(\mathbf{B} + \sigma^{-2} \sum_m \sum_m \mathbb{E}[w_m w_m] \Psi_m^\top \Psi_m\right)^{-1},
\]
where \(\Psi_m \in \mathbb{R}^{N \times K}\) is the \(m\)th matrix slice along the 2nd dimension of the kernel design tensor \(\mathbf{K}\).

**Step 3:** Optimize \(\alpha_*\)
\[
\alpha_m = \begin{cases} \frac{\alpha_m}{b_m - \alpha_m} & \text{if } b_m > \alpha_m, \\ \alpha_m & \text{otherwise,} \end{cases} \quad b_m = \phi_m^\top \mathbf{C}_{-m} \phi_m,
\]
where \(\mathbf{C}_{-m} = \sigma^{-2} \mathbf{I} + \sum_{i \neq m} \alpha_i^{-1} \phi_i \phi_i^\top\) with \(\phi_m \in \mathbb{R}^N\) with \(\phi_m(n) = \sum_k v_k \kappa_{k} (\mathbf{x}_n, \mathbf{x}_m)\).

**Step 4:** Optimize \(\beta_*\)
\[
\beta_k = \begin{cases} \frac{\beta_k}{d_k - \beta_k} & \text{if } d_k > \beta_k, \\ \beta_k & \text{otherwise}, \end{cases} \quad d_k = \psi_k^\top \mathbf{D}^{-1} \psi_k,
\]
where \(\mathbf{D}_{-k} = \sigma^{-2} \mathbf{I} + \sum_{i \neq k} \beta_i^{-1} \psi_i \psi_i^\top\) and \(\psi_k \in \mathbb{R}^N\) with \(\psi_k(n) = \sum_m w_m \kappa_{k} (\mathbf{x}_n, \mathbf{x}_m)\).

**Step 5:** Optimize \(\sigma^2_*\)
\[
\sigma^2_* = \frac{1}{N} \mathbb{E}_{\mathbf{w}, \mathbf{v}} \left[\| \mathbf{t} - \mathbb{E}(\mathbf{X}; \mathbf{w}, \mathbf{v}) \|^2 \right].
\]

**Summary:** Our DSRVM algorithm is summarized in Alg. 1. Interleaving the updates of \(q(\mathbf{w})\) and \(q(\mathbf{v})\) will improve the approximation in (7). We first update \(\alpha_*\), followed by \(r\) updates of \(q(\mathbf{w})\) and \(q(\mathbf{v})\). Then we update \(\beta_*\), followed by \(r\) updates of \(q(\mathbf{v})\) and \(q(\mathbf{w})\). Each of the above \(q(\mathbf{w})\) and \(q(\mathbf{v})\) updates is followed by a \(\sigma^2\) update. Any other order of the updates would be valid, however this order has been chosen for several reasons: (1) Part of the statistics that is necessary for updating \(\sigma^2\) is already calculated at the \(q(\mathbf{w})\) and \(q(\mathbf{v})\) steps, therefore we can follow with a \(\sigma^2\) update at low cost. (2) The \(\alpha\) step depends only on \((q(\mathbf{w}), \sigma^2)\) and not on \((q(\mathbf{w}), \beta_*\). Therefore any \((q(\mathbf{w}), \beta)\) update immediately before the \(\alpha\) step would be inefficient. The same reasoning holds for any \((q(\mathbf{v}), \alpha)\) update immediately before the \(\beta\) step. (3) Interleaving \(r\) updates of \(q(\mathbf{w})\) and \(q(\mathbf{v})\) between the \(\alpha\) and \(\beta\) updates improves robustness, because it improves the approximation in (7) and hence the approximation of \(\delta(\mathbf{w})\) and \(\delta(\mathbf{v})\).

**Initialization:** First we initialize \(\sigma^2_*\) with the variance of the targets \(\mathbf{t}\). Then we select a single basis and a single kernel, i.e. setting all \(\alpha_{m}\) and \(\beta_{k}\) to infinite except one. The selection process first calculates the inner product between \(\mathbf{t}\) and all possible single basis/kernel combinations. Then we select randomly from the 50% of \((m, k)\) pairs with the largest inner product. The optimal \(\alpha_{m}\) for the selected \((m, k)\) pair can be calculated in closed form when assuming \(v_k = 1\) and \(\beta_k\) can be calculated for \(w_m = 1\).

**Complexity:** The space and time complexity of the DSRVM algorithm depends highly on the number of relevance vectors \(M_{rel} = \{\alpha_{m} : \alpha_{m} < \infty\}\) and the number of relevance kernels \(K_{rel} = \{\beta_{k} : \beta_{k} < \infty\}\). Due to the sparsity constraints \(M_{rel} < \max (M, K)\) and \(K_{rel} < \max (M, K)\). Then the time complexity of all five training steps is in \(O(M_{rel}^3 + K_{rel}^3 + M_{rel}^2 K_{rel}^2 N + M^2 N + K^2 N)\). The space complexity is also in \(O(MK + M_{rel}^2 K_{rel}^2)\), i.e. it is mainly influenced by the \(M \times K \times N\) gram matrix. Testing only involves the evaluation of (2) once, i.e. the time and space complexity is both in \(O(M_{rel} K_{rel})\).

**Algorithm 1:** DSRVM learning algorithm

1. initialize \(q(\mathbf{w}), q(\mathbf{v}), \alpha, \beta, \sigma^2\)
2. while not converged do
3. update \(\alpha\) as in Step 3
4. update \(q(\mathbf{w})\) as in Step 1 and \(\sigma^2\) as in Step 5
5. for \(r\) times do
6. update \(q(\mathbf{v})\) as in Step 2 and \(\sigma^2\) as in Step 5
7. update \(q(\mathbf{w})\) as in Step 1 and \(\sigma^2\) as in Step 5
8. end for
9. update \(\beta\) as in Step 4
10. update \(q(\mathbf{v})\) as in Step 2 and \(\sigma^2\) as in Step 5
11. for \(r\) times do
12. update \(q(\mathbf{w})\) as in Step 1 and \(\sigma^2\) as in Step 5
13. update \(q(\mathbf{v})\) as in Step 2 and \(\sigma^2\) as in Step 5
14. end for
15. end while
16. return \(q(\mathbf{w}), q(\mathbf{v})\)
Next, we derive the predictive distribution for new data. Therefore, we need to solve (8), which is possible because it is a convolution of Gaussians:

$$p(t_{\text{new}}|t, x_{\text{new}}) \approx \mathcal{N}(t_{\text{new}}; y_{\text{new}}, \sigma_{\text{new}}^2).$$ (15)

where $y_{\text{new}} = y(x_{\text{new}}; \mathbb{E}[w], \mathbb{E}[v])$. We need only $y_{\text{new}}$ to make predictions and do not compute $\sigma_{\text{new}}^2$.

4 DSRVM vs. RVM

Our DSRVM extends RVM [47], [48]. Standard kernel-based methods, including RVM, pre-define the kernel function before learning and thus cannot identify and account for relevant facial parts. Consequently, RVM is bound to confuse distinct facial expressions sharing the same movements of specific facial parts.

The key difference between our DSRVM and RVM is that RVM uses a single, unique kernel for regression, centered at each training data point:

$$y_{\text{RVM}}(x; w) = \sum_{m=1}^{M} w_m \kappa(x, x_m).$$ (16)

RVM seeks to learn a small subset of non-zero weights $w_m$ associated with relevance vectors $x_m$. By comparing (2) and (16), it follows that RVM does not have an explicit mechanism for additionally enforcing sparsity over the features of relevance vectors.

The RVM assumes a Gaussian distributed noise and independently distributed targets as in (3), while $y$ is defined as in (16). The prior of $w$ is defined as in (4). The RVM kernel is fixed and hence there are no kernel weights $v$ included in the model. As a result, learning of RVM simplifies only to maximizing the marginal likelihood $\mathcal{L}_{\text{RVM}} = p(\alpha, \sigma^2 | t)$, under the assumptions that the prior of $(\alpha, \sigma^2)$ is uniform. To this end, learning of RVM iterates three steps until convergence of $\mathcal{L}_{\text{RVM}}$:

**Step a:** Re-estimate $p(w|t, \alpha, \sigma^2)$.
**Step b:** Optimize $\alpha$.
**Step c:** Optimize $\sigma^2$.

For a detailed explanation of the RVM update steps and a comparison with DSRVM, see Appendix C.

When comparing both sets of update formulas, we see that the RVM update steps a, b and c correspond to the DSRVM update steps 1, 3 and 5, and indeed our DSRVM algorithm includes the RVM algorithm as a special case for a single kernel, i.e. for $K = 1$.

The RVM predictive distribution is a convolution of two Gaussians and thus can be computed in closed form:

$$p(t_{\text{new}}|t, x_{\text{new}}) \approx \mathcal{N}(t_{\text{new}}; y_{\text{RVM}}, \sigma_{\text{RVM}}^2),$$ (17)

with $y_{\text{RVM}} = y_{\text{RVM}}(x_{\text{new}}; \mathbb{E}[w])$. From comparing (16) and (2) we see that the RVM predictive function $y_{\text{RVM}}$ is linear in $w$, while the DSRVM predictive function $y$ is multi-linear in $w$ and $v$.

5 DSRVM vs. Related MKL Methods

Our DSRVM is related to methods for Multiple Kernel Learning (MKL), where the goal is to learn an optimal way to combine kernel functions [11]. Existing MKL methods are mainly aimed at classification problems. Only a few MKL methods address regression [3], [34], [35], [46], [49]. To this end, the method of [34] uses a domain-specific heuristic, which is not generalizable to other domains, and thus seems unsuitable for our purposes. The methods of [35], [46] jointly learn SVR and kernel weights via semi-infinite linear programming [46], and gradient descent [35], and thus induce prohibitively long running times. By contrast, our DSRVM uses a computationally efficient EM algorithm, and significantly reduces running time of learning relative to the existing regression MKL methods.

In addition, the above related work enforces sparsity only in the primal domain, without regularizing the total number of resulting relevance vectors. Our DSRVM is doubly sparse by identifying only a few relevant kernels and a few relevance vectors. The additional sparsity in the kernel domain leads to (1) improved runtime, since fewer kernels need to be evaluated and (2) improved generalization ability, since potentially uninformative kernels can be pruned out.

SMKL [35] defines the regression function as in (2), with the additional constraint of convex kernel combinations, i.e. $\sum_m v_m = 1$ and $v_m \geq 0$. In contrast to DSRVM, the SMKL method does not optimize the basis weights $w$ and $v$ within a Bayesian setting, but rather solves a max-margin formulation equivalent to a SVM. The SVM algorithm provides an optimal solution for the basis weights $w$ given a fixed kernel and the kernel weights $v$ are optimized by steepest descend. Unfortunately, the evaluation of the descend direction involves repeated executions of the SVM algorithm. Therefore SMKL repeats the SVM algorithm within a nested loop, leading to a large number of repetitions and thus a long training time. Furthermore, the sparsity of the kernel weights $v$ is only encouraged by the convexity constraint. This is a weaker constraint than the hierarchical prior of the DSRVM, since it only limits the sum of all weights, and thus does not enforce specific weights to be zero. The SMKL training step includes a gradient evaluation with $O(M_{\text{Rel}}^3)$ and SVM solving with $O(M_{\text{Rel}}^3 + M^2 N)$. As for DSRVM, the complexity highly depends on the number of support vectors $M_{\text{Rel}}$ and if $M_{\text{Rel}} \ll M$, then the dominating term is $O(M^2 N)$, which is similar to DSRVM, see Sec. 3. In practice, $M_{\text{Rel}}$ for DSRVM is lower than for SMKL, and thus the DSRVM training is faster, see the results in Tab. 3.

The multi-class and multi-kernel RVM (mRVM) [6] is a RVM extension for classification that defines a shared hierarchical prior $\alpha$ over the basis weights $w$ for each class. Additionally, mRVM learns the kernel weights $v$ for a convex combination of kernels. mRVM uses similar update formulas as RVM for $w$ and additionally optimizes $v$ by a Quadratic Programming algorithm. As in the case of SMKL, the sparseness of $v$ is only weakly enforced by the convexity constraint, in contrast to the Bayesian
formulation of our DSRVM.

The multi-kernel RVM approaches of [3] and [49] use the same regression MKL formulation as ours (2), but combine the basis and kernel weights so that there is a separate weight for each basis and kernel combination. This leads to a large number of weights to learn (\(MK\) in comparison to our \(M + K\)), which makes the method more prone to overfitting and slower to train. We compare our method to this kernel formulation, see Sec. 7. While [3] uses the standard RVM to learn the weights, [49] formulates an efficient computation in the Fourier domain for circulant gram matrices. However, this is only possible because their particular application domain is significantly different from ours, since they seek to predict pixel values from a single image. In the application of this paper however, the features of each training instance stem from different images and thus the resulting gram matrices are not circulant.

6 Feature Extraction

This section motivates and describes the facial features that we use for facial behavior estimation using DSRVM.

Each of the used datasets provides annotated facial points. Details about the annotation process are explained in the corresponding database description. Given the points, we first align and normalize faces in each video frame to a canonical view. This view is obtained by a piece-wise affine warp to a base shape using the standard active appearance model (AAM), see [24] for details. The base shape has a size of 128\(\times\)118 pixels for ShoulderPain and DISFA, and 128\(\times\)155 pixels for SEMAINE. The AAM used for tracking SEMAINE had a different aspect ratio and we scaled the base shape to match vertically. A concatenation of all frames within a video sequence of length \(L\) results in a space-time volume of the size 128\(\times\)118\(\times\)L (or 128\(\times\)155\(\times\)L). We divide the space-time volume into subvolumes, and extract video features from each subvolume. In this way, we enforce that our video features are local, extracted from relatively small spatiotemporal supports, rather than from the entire face. As mentioned in Sec. 1, our local extraction of video features is motivated by a number of psychological studies [31], [39] which argue that facial expressions are characterized by distinct combinations of local PAUs, rather than global features extracted from the entire face. Since the right space-time location and scale of subvolumes that are relevant for facial behavior estimation are not known a priori, we extract the video subvolumes from a range of spatial and temporal scales. Specifically, we partition each video frame into a regular grid of \(S\times S\) patches. In our experiments, we use \(S\in\{6,9\}\), i.e. the face is divided into 36 or 81 patches. Note that each of these patches defines a video subvolume with \(L\) frames. For analyzing various temporal scales, we scan these subvolumes along the time axis. The scan has a step size of one frame and a window size of \(T\in\{1,10,20\}\) frames. Thus, we extract features from a total of \(S\times S\times (L-T+1)\) subvolumes per video and each feature vector includes information from a window of \(T\) consecutive frames.

As features, we use Local Binary Patterns (LBP) [30]. LBP is a histogram of local image intensity variations within a small pixel neighborhood. The features are defined for image patches (time-scale \(T = 1\)). For video subvolumes with \(T > 1\), we use the temporal extension: LBP in three orthogonal space-time planes [55]. LBPs and their temporal extensions have been demonstrated useful for facial expression recognition [18]. Temporal extensions of LBP typically improve performance in comparison to the static LBP [18].

7 DSRVM Kernels

The previous section defines feature vectors \(\{x_k : k = 1,\ldots,K\}\) locally extracted from \(K = S^2\) video subvolumes per frame window. In this section, we specify how to kernelize these features for DSRVM regression.

From (2), given a window with features \(x\) and \(m\) training window with features \(x_m\), DSRVM uses \(K\) RBF kernels defined for each of their respective subvolumes \(k\in\{1,\ldots,K\}\):

\[
\kappa_k(x, x_m; \sigma_k) = \exp\left(-\frac{||x - x_m||^2}{2\sigma_k^2}\right),
\]

where \(x_k\) and \(x_{m_k}\) are the local features extracted from \(k\)th subvolume of the two frame windows.

Each kernel parameter \(\sigma_k^2\) is estimated independently on training videos over the corresponding features \(x_k\). For fair comparison of DSRVM with alternative algorithms, we use the same set of kernels.

It is possible to use each of the \(K\) kernels as a separate basis function for RVM like in [3], [49], which results in \(MK\) basis functions and thus in a kernel gram matrix of size \(N\times (MK)\). We compare with this approach and call it RVM separate (RVM sep). Note that RVM sep uses the standard RVM algorithm as in [3], since the gram matrix is not circulant and thus the more efficient method of [49] cannot be applied.

8 Results

We evaluate our DSRVM on four datasets: (1) the artificial dataset used for benchmark evaluation of regressors [46, p. 1548]; (2) the UNBC-MacMaster Shoulder Pain Expression Archive Database (ShoulderPain) [24]; (3) the Denver Intensity of Spontaneous Facial Action (DISFA) database [25]; and (4) the SEMAINE database [26]. We chose (1) because it has been used by competing MKL regression methods, (2) because it is the only dataset that provides pain intensity, and (3) and (4) because they contain nonposed and time-continuously annotated videos.

For each database, we measure the performance of DSRVM and competing methods and provide further statistics: the selected number of relevance vectors (#RV), relevant kernels (#RK), training time, and testing time. Additionally, we visualize the selected kernels for an intuitive interpretation of the learned model.
8.1 The Artificial Dataset

Here we use the Sonnenburg et al. [46] (page 1548) regression experiment, which is designed to evaluate the kernel adaption ability of an algorithm. The task is to learn the target function \( t = \sin(f(x)) + \sin(x) + x + \epsilon \), where \( f \) is the frequency of a varying Sine function, \( f \in \{1, 2, \ldots, 20\} \), and \( \epsilon \) is white Gaussian noise with variance 0.3. The set of kernels consists of 10 RBF with the length-scale parameters \( \gamma_k \in \{0.001, 0.005, 0.01, 0.05, 0.1, 1, 10, 50, 100, 1000\} \). The range of length-scale values for the RBF is chosen to correspond to different frequencies of the Sine function, so that an optimal MKL algorithm needs to adapt the used Kernel to the current frequency. Each feature-target pair \((x,t)\) with \( x \in \mathbb{R} \) is constructed by randomly sampling \( x \) from a uniform distribution in [0, 10]. We use 2000 feature-target pairs \((x,t)\), where one half serves for training, and the other half for testing.

8.2 The ShoulderPain Dataset

The ShoulderPain data [24] consists of videos showing faces of patients suffering from shoulder pain while moving their arms and thus performing range-of-motion tests. Facial expressions during two distinct arm movements are recorded: (1) the subject moves the arm her/himself, and (2) the subject’s arm is moved by a physiotherapist. Only one of the arms is affected by pain, but movements of the other arm are recorded too as a control set. The videos show 200 sequences of 25 subjects, with a total of 48398 frames. 66 tracked facial landmarks are provided with the dataset. For each frame, discrete pain intensities are provided according to Prkachin and Solomon method [33]. The pain intensity is quantified into 16 discrete levels (0 to 15), annotated by the database creators. For the distribution of pain intensity levels see [24]. Since the vast majority of frames 40029 contains no pain (level 0), in training we remove most frames with pain level 0 from the beginning and the end of each video sequence, so that the remaining non-pain frames matches the number of frames with pain at level 2.

The ShoulderPain videos have been shown highly challenging in previous work on pain vs. no pain detection [23], [37], 4/5-level discrete pain classification [14], [38], and continuous pain estimation [19].

8.3 The DISFA Dataset

The DISFA dataset [25] contains spontaneous facial expressions of young adults while watching YouTube videos. These videos are 9 short clips expected to elicit happiness, surprise, fear, disgust and sadness. 27 subjects were recorded with a resolution of 1024x768 pixels, and a frame-rate of 20 frames-per-second, resulting in a total number of 130754 frames. Each of these frames has been annotated with FAU’s and their corresponding intensity on a 0-5 discrete scale by an expert FACS rater. The following FAU’s are annotated: 1, 2, 4, 5, 6, 9, 12, 15, 17, 20, 25, and 26. For the intensity distribution of each FAU see [25], 66 active-appearance-model (AAM) tracked facial landmark points are also provided for all data.

8.4 The SEMAINE Dataset

The SEMAINE dataset [26] contains spontaneous facial expressions of users having a conversation with an operator. The operator talks about a topic that is relevant to the user, and tries to elicit different emotions. The face of the user has been recorded with a resolution of 780x580 pixels, and a frame-rate of 50 frames per second. We use a subset of the SEMAINE dataset that is part of AVEC2012 [43] and contains 43 video sequences of 10 subjects, and a total number of 582235 frames. The SEMAINE session numbers of the subset are specified in Appendix A. The dataset provides annotations for the intensity of several affect dimensions on a continuous scale between -1 and 1. We use the annotations of valence and arousal, since they are relevant for discrimination between many affective states [40]. Each video is annotated per frame by six raters. The mean of the six raters is used as ground truth, leading to valence and arousal intensity distributions that are close to a Gaussian distribution with mean 0 and variance 1. This is a standard approach followed in other works [43]. An alternative would be to align all annotations and, in turn, handle delays and biases introduced by various annotators [28]. We opt for the former in order to make our results comparable to those of the related works [43]. The face has been tracked by the AAM model described in [7] and 113 facial landmarks are known for each frame.

8.5 Evaluation Metrics and Settings

Regression accuracy is evaluated using the mean squared error (MSE), and Pearson correlation coefficient (CORR), which are common within the field of human behavior estimation [12]. MSE and CORR are computed between our predicted target intensities and the ground truth. While MSE is better suited for measuring identity between signals, CORR is better suited for comparison across the datasets with different ranges due to its implicit scaling of the targets. Both metrics are equivalent when the targets and predictions are normalized to zero mean and variance 1. The targets for ShoulderPain (range 0-15) and DISFA (range 0-5) are discrete, but treated as continuous values without any modification during training and testing. E.g. for the discrete pain target value 1 and the prediction 1.367, the MSE would be \((1 – 1.367)^2\). Recently, the Intra-Class Correlation Coefficient ICC(3,1) [44] has been proposed for evaluating approaches to human behaviour analyses (e.g. [14], [25]). Similar to CORR, ICC also provides an implicit scaling of the targets. To facilitate comparison to the related methods evaluated in terms of ICC, we test our performance using ICC as well, and present these results in Appendix D. We include MSE and CORR in the main paper, since they have been the most common metrics in affect analysis works [12], and MSE is the most common metric for evaluating regression algorithms (e.g. [35], [47]), but otherwise there is no preference over ICC.

For a pair-wise comparison of our DSRVM to other methods, we estimate significance of the results using a
two-tailed Student’s t-test. We report the t-test probability value – p-value – that is minimally needed to reject the null hypothesis (i.e., DSRVM and the comparing method are the same), where low p-values correspond to high significance.

We also report the number of selected basis (# RV, for Relevance Vectors), the number of selected kernels (# RK, for Relevant Kernels), and the times for training (TRN) and testing (TST). TRN is the time needed for training the model on 2,000 data points and TST is the time needed for testing the model. Since the number of testing samples varies between folds and datasets, we divide TST by the number of samples per fold and multiply by 2,000 to represent the time for 2,000 data points. The running times are evaluated on a single core of an Intel Xeon E5-2640 CPU with 64 GB RAM. On average, 4GB of memory is needed for 2000 training examples. In order to get a robust result regarding local minima, we report the average of 10 random initializations as explained in the initialization paragraph of Sec. 3.

DSRVM training is iterative. When we evaluate performance w.r.t. MSE (or CORR), we use the MSE-based (or CORR-based) convergence criterion for stopping the iterations in training (see Alg. 1, line 2). This gives two variants of our DSRVM. In order to have a fair comparison with the other models, each of them is separately optimized regarding CORR and MSE.

For evaluation on the Artificial dataset, we use the standard setting of [46], [47]. Specifically, we randomly sample artificial data in order to form 10 sets of data. Each set (a.k.a, fold) is split in half for training and testing. The reported results are averaged across the 10 folds. For the non-artificial datasets ShoulderPain, DISFA and SEMAINE, we use the subject-independent setting, where the videos of selected subjects are left out for testing, and the videos of all other subjects in the dataset are used for training. This process is repeated with different subjects, until all subjects have been used for testing. The results are combined by calculating the weighted average across all subjects left out for testing. The weight of each subject corresponds to the number of frames each subject occurs in. We use all frames of testing videos and equidistantly sub-sample 2000 frames for training to reduce the SMKL training time below 5 hours. For the AU recognition experiments, we additionally assure that at least 25% of the training data contains the specific AU which we train for. The following paragraph explains how we divide the available data into training and testing videos.

For the ShoulderPain dataset we do a full evaluation of all space-time scales \(S=\{6, 9\}\) and \(T=\{1, 10, 20\}\). Since the differences between scales was rather low, we use a simple baseline and do not account for the temporal extent of changes in facial features (i.e. \(S=6\) and \(T=1\)) for the DISFA and SEMAINE datasets.

8.6 Baseline Methods

We compare our DSRVM with three baselines — namely, RVM [47], SMKL [35] and mRVM [6].

RVM is specified in Sec. 4. RVM uses a single kernel, and thus we cannot use the expression for DSRVM kernels given by (18). Hence, we use three strategies to compute the RVM kernel. The first strategy, called \(RVM-all\), computes the kernel as a sum of all DSRVM kernels given by (18) with kernel weights \(v = 1\). The second strategy, called \(RVM-best\), sets the kernel as one of the DSRVM kernels given by (18) that gives the best CORR result — it sets the corresponding weight in \(v\) to 1 and all others to 0. The third strategy, called \(RVM-sep\), sets one dimension in \(v\) to 1 and all others to 0 for all possible \(K\) dimensions. This leads to \(MK\) basis functions, in contrast to \(M\) basis functions of the other approaches.

SMKL is well suited for our comparison, since its inference model is the same as that for DSRVM: given the kernel gram-matrix, the estimated target is calculated in a multi-linear operation weighted by the basis and the kernel weights. Furthermore, SMKL is based on support vector regression (SVR) [45], the main competing regression method for RVM [47]. The SVR regression parameter \(c\) and cost \(C\) have been optimized by a grid-search on training data. For implementing RVM we use the SparseBayes Matlab toolbox [47], and for implementing SMKL (i.e., SVR) we use the LIBSVM [2].

mRVM is a multi-class multi-kernel classifier and thus this experiment compares a classifier with continuous regression models. Specifically, we compare with the mRVM-1 as defined by [6], since it is rather similar to DSRVM due to the constructive approach that starts from a single basis function. The targets of the SEMAINE and artificial data are continuous, and thus it is necessary to convert them into classes for running mRVM. We discretize the targets into \(c\) classes by dividing the range into \(c\) equidistant bins. An inverse transform from the predicted class to a continuous value is needed for evaluation and thus we map each predicted class to the center value of the corresponding bin. The mRVM performance is evaluated using the optimal \(c\) yielding the best CORR and MSE results of mRVM. Additionally the results for varying \(c\) are provided in Appendix E. In contrast, the targets of the ShoulderPain and DISFA datasets are discrete, and thus no further discretization is needed for testing mRVM.

8.7 Results on the Artificial Dataset

We conduct the Sonnenburg et al. [46, p. 1548] regression experiment for comparing the kernel choices made by DSRVM and those made by SMKL. For the target artificial dataset, both DSRVM and SMKL use 10 RBF kernels, whose widths \(\gamma_k\) are specified in Sec. 8.1. The results are shown in Fig. 2. As the frequency of the target function changes, DSRVM adapts the kernel weights so as to tune to the particular frequency. As can be seen, DSRVM learns both positive and negative kernel weights. For DSRVM, negative weights (blue) are usually paired with positive weighted kernels (red) of similar width \(\gamma\). Starting with the frequency 1, DSRVM chooses kernel widths 1 and 100. As the frequency increases, the kernel width is shifted toward
lower values until the main width is 0.01 for the frequency 20. In contrast, kernel weights learned by SMKL are only positive. From Fig. 2, SMKL always selects the smallest width of 0.001, which leads to higher number of RV’s and higher risk of overfitting (see also Fig. 3).

Fig. 2: Kernel weights learned by DSRVM (left) and SMKL (right) on the Sonnenburg artificial data [46] for the varying frequency of the target function.

Fig. 3 (left column) compares DSRVM with SMKL, RVM-all and RVM-sep, in terms of their MSE and CORR rates, as well as the number of selected relevance vectors (#RV) and relevant kernels (#RK) on the Artificial dataset. As can be seen, DSRVM yields better MSE and CORR rates, and selects significantly fewer RV’s than SMKL and RVM-all. The MSE depends on the scale of the targets. Since the artificial data has a smaller scale than ShoulderPain, it also has lower MSE results. Note that the range of the MSE results for the artificial data at frequency 20 is from 0 to 0.06, and thus the DSRVM improvement of 0.02 accounts for 33% of the range, which makes the improvement significant.

SMKL selects fewer RKs, but its performance is worse than that of DSRVM, since it selects the smallest kernel width (see Fig. 2). Selecting smaller kernel widths allows for more fine grained modeling, but then more RVs are needed. An optimal algorithm selects the width just small enough to model the target function. If unnecessary small widths are selected, then too many RVs are needed and the algorithm is prone to overfitting. DSRVM selects in this case more RKs than SMKL, but the kernel widths are better adjusted to the data, as is obvious from the results.

### 8.8 Results on the ShoulderPain Dataset

We carry out two sets of experiments on the ShoulderPain data aimed at testing how (i) the number of training examples, and (ii) changes in space-time scale, affect the performance of the tested models.

Fig. 3 (right column) compares results to those of SMKL, RVM-all and RVM-sep for a varying number of training examples. The space-time scale of extracting video features is fixed at a regular grid of $6 \times 6$ patches ($S=6$) per frame, and temporal window of 1 frame ($T=1$). As can be seen, our accuracy is better in terms of MSE than it is the case for the competing approaches, and the CORR results for DSRVM are on par with those for SMKL. The sparse kernel prior of DSRVM brings less advantage in this latter case, since the facial expression of pain involves both, the upper and lower face and thus is less localized than e.g. specific FAUs.

Fig. 3 also shows the number of relevance vectors (RV), and the number of relevant kernels (RK) with non-zero kernel weights learned by DSRVM, SMKL, RVM-all and RVM-sep, as the number of training examples increases. Note that RVM cannot select kernels, therefore the graphs for RVM-all and RVM-sep stay constant at the total number of kernels. As can be seen, DSRVM consistently selects fewer RVs and RKs than the other methods. This suggests that the doubly sparse formulation of DSRVM achieves greater sparsity of kernels than the compared methods. In addition, since DSRVM selects significantly fewer RV’s than SMKL, DSRVM regression is more computationally efficient than that of SMKL.

Tab. 1 (left column) compares the results by DSRVM to those by RVM, SMKL and mRVM for different space-time scales. The number of training examples is fixed at 2000. In terms of CORR, DSRVM outperforms SMKL and all RVM variants for the spatial scale set to $9 \times 9$ patches.
TABLE 1: Results on the ShoulderPain data for the pain targets (left column) and on the SEMAINE data for the arousal (Ar.) and valence (Val.) targets (right column).

For ShoulderPain, features use different space-time (S-T) scales, and for SEMAINE S=6 and T=1. p-value measures significance in comparison to DSRVM. The table shows mean squared error (MSE) and the correlation with the targets (CORR). The best results are marked bold. Note that the target intensity range for ShoulderPain (0 to 15) is larger than for SEMAINE (-1 to 1) and thus the MSE scores are not comparable across the datasets.

<table>
<thead>
<tr>
<th>Method</th>
<th>SEMAINE</th>
<th>ShoulderPain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S=6x6</td>
<td>S=6x6</td>
</tr>
<tr>
<td></td>
<td>T1</td>
<td>T10</td>
</tr>
<tr>
<td>DSRVM all</td>
<td>0.63</td>
<td>0.66</td>
</tr>
<tr>
<td>p-value</td>
<td>0.25</td>
<td>0.23</td>
</tr>
<tr>
<td>RVM best</td>
<td>0.29</td>
<td>0.45</td>
</tr>
<tr>
<td>p-value</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>RVM sep [3], [49]</td>
<td>0.62</td>
<td>0.62</td>
</tr>
<tr>
<td>p-value</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td>SMKL [35]</td>
<td>0.64</td>
<td>0.66</td>
</tr>
<tr>
<td>p-value</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>mRVM [6]</td>
<td>0.53</td>
<td>0.52</td>
</tr>
<tr>
<td>p-value</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>CORR</th>
<th>SEMAINE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T1</td>
<td>T10</td>
</tr>
<tr>
<td>DSRVM all</td>
<td>0.61</td>
<td>0.62</td>
</tr>
<tr>
<td>p-value</td>
<td>0.25</td>
<td>0.23</td>
</tr>
<tr>
<td>RVM all [47]</td>
<td>0.61</td>
<td>0.62</td>
</tr>
<tr>
<td>p-value</td>
<td>0.25</td>
<td>0.23</td>
</tr>
<tr>
<td>RVM best [47]</td>
<td>0.29</td>
<td>0.45</td>
</tr>
<tr>
<td>p-value</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>RVM sep [3], [49]</td>
<td>0.62</td>
<td>0.62</td>
</tr>
<tr>
<td>p-value</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td>SMKL [35]</td>
<td>0.64</td>
<td>0.66</td>
</tr>
<tr>
<td>p-value</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>mRVM [6]</td>
<td>0.53</td>
<td>0.52</td>
</tr>
<tr>
<td>p-value</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

(S=9), and all temporal scales T=1, 10, 20. When the spatial scale is set to 6×6 patches (S=6), DSRVM yields a comparable performance to that of SMKL while the RVM variants perform worse. RVM-best is the worst performing with high significance (low p-values). This demonstrates that a single kernel is not sufficient for regression on the ShoulderPain dataset, i.e., a specific face patch is not sufficient to recognize the pain level. In terms of MSE, DSRVM outperforms all methods.

Tab. 1 also shows that all regression methods (except the single kernel RVM-best) perform better than the classification mRVM. Classification methods are disadvantaged when applied to intensity estimation, since the inherent value of intensities and their “greater than” and “equal” relationships are not incorporated in a classification model and thus each intensity is modeled as a class on its own.

From Tab. 1 (left column), for all methods, we observe that the temporal scales of T=1 and T=10 video frames give better results than T=20. This can be explained by research findings in psychology, which suggest that the intensity of pain experience can be encoded from the number of facial actions recruited and their vigor – lower levels of pain are manifested in brow lowering and narrowing of the eyes, while higher levels of pain are manifested by these actions expressed more vigorously and recruiting additional (lower face) actions [5]. Given that ShoulderPain videos have been recorded at 25 fps, and that facial muscle activation is relatively rapid (onset ranging from 1/16 seconds to 1/3 seconds [36]), a temporal window of 9–10 frames covers the onset of even the slowest facial change. Hence, longer temporal windows (say T=20) cover not only the current pain level but the subsequent one(s) too. Hence, using longer temporal windows leads to more frequent confusion between successive pain levels, as temporally consistent features are learned covering multiple pain levels rather than a single one (as clearly observable from Fig. 4 too).

Overall, the spatial scale of 6×6 patches gives the best results. This is, because a patch at the coarser spatial scale of 6×6 patches may be more robust to alignment errors or out-of-plane rotations. For all space-time scales, DSRVM pain level estimation results are better than those presented in our earlier work [19], where we reported CORR of 0.59.

Fig. 4 shows a sample video frame from the ShoulderPain dataset, and kernel weights $v$ learned for different space-time scales by DSRVM and SMKL. Each patch of the video frame corresponds to one kernel. We observe that both DSRVM and SMKL select similar patches with large kernel weights as relevant for shoulder-pain-level estimation. These patches fall mainly on the facial areas around the eyes, nose and mouth corners. As already explained above, these results agree with the well-known definition of the facial expression of pain [52]. Including brow lowering (FAU4) and narrowing of the eyes (FAU7) as well as additional facial action such as upward lip pull (FAU12). Fig. 4 also shows that DSRVM learns sparser kernel weights than SMKL (i.e., fewer patches are selected as relevant for pain-level estimation).

8.9 Results on the DISFA Dataset

Tab. 2 shows the results attained by DSRVM, SMKL, RVM-all, RVM-best and RVM-sep on the DISFA dataset, for different FAUs. Additionally, we compare to the method of [25] on our feature set. [25] learns a low-dimensional manifold with Spectral Regression (SR), followed by SVM classification. The SR step includes training and testing sub-jects and thus is not subject-independent. In order to have a fair comparison, we use the same subject-independent setting as for the other methods. We run SR followed by SVM (SR+SVM) and the results are shown in Tab. 2. Additionally, we provide a comparison to DSRVM within the same setting of [25] (i.e. subject-dependent) in the supplementary material (Appendix D).

As shown in Tab. 2, DSRVM gives the best CORR for most FAUs. For FAUs 2, 12, 20 and 25 the DSRVM is on par with the best result (the p-value is large in all cases). DSRVM and mRVM give the best MSE, while DSRVM is better than mRVM on average. The best MSE scores are reached for DSRVM at FAUs 5 and 15, however the CORR for the same FAUs are relatively low with 0.17 and 0.32.
This difference within CORR and MSE stems from the bias of the FAU intensity distribution within the DISFA data. FAUs 5 and 15 occur rarely within the data in comparison of the FAU intensity distribution within the DISFA data. This difference within CORR and MSE stems from the bias presented in [8]. Additionally we show the learned kernel weights by SMKL (right) for selected scales. The reddest patches correspond well with the FAU definitions (T) scales are indicated by the intensity of color red of the corresponding patches. Each patch corresponds to one kernel, and the larger the kernel weight the redder the patch. The reddest patches correspond well with the FAU definitions presented in [8]. Additionally we showed the learned kernel weights by SMKL (right) for selected scales.

Fig. 4: ShoulderPain dataset: The values of kernel weights $v$ learned by DSRVM (left) for various spatial (S) and temporal (T) scales are indicated by the intensity of color red of the corresponding patches. Each patch corresponds to one kernel, and the larger the kernel weight the redder the patch. The reddest patches correspond well with the FAU definitions presented in [8]. Additionally we showed the learned kernel weights by SMKL (right) for selected scales.

Tab. 3 provides average statistics of the learned models for CORR, the statistics for other measures are similar (see Appendix F). The table shows the number of relevance vectors (#RV), the number of relevant kernels (#RK), training runtime (TRN) in sec×10^2, and test runtime (TST) in sec. #RK is only shown for models that adjust the kernel weights. Tab. 3 shows the advantages of DSRVM relative to SMKL and mRVM, in terms of #RV and #RK. DSRVM and mRVM select significantly fewer RV’s than RVM and SMKL. In terms of RK’s, DSRVM uses fewer kernels than SMKL and mRVM. Specifically, it selects two thirds of the kernels selected by SMKL as being relevant for regression, thereby achieving twice greater sparsity than SMKL. Note that the sparse kernel and basis selection of DSRVM also have 7 times faster training time (TRN) in comparison with e.g. FAU4. Therefore a model can reach a good MSE score if high intensity FAU events are missed. Therefore CORR is a relative measure and highly penalizes the few high intensity FAU events are missed. In contrast to CORR, MSE only takes the difference between the predictions and targets. The same effect can be seen in Fig. 3, where DSRVM is on par with SimpleMKL regarding CORR but outperforms SimpleMKL regarding MSE. This can also explain the differences between DSRVM and mRVM. mRVM and DSRVM have almost the same performance in terms of MSE, while DSRVM is clearly better with respect to CORR. One reason as to why mRVM is unable to robustly learn higher-intensity levels is it treats each level as a separate class, while data samples for higher-intensity levels are scarce in our domain. In contrast, DSRVM fuses all levels together to a common regression function, and thus is able to compensate for missing or scarce data samples at certain levels.
RVM-best is lower than that for DSRVM, because these methods learn only the basis weights, whereas the kernel weights are fixed. SR+ SVM training is fast since the SVM is applied to the low-dimensional manifold. However, the performance is relatively low, which is probably caused by overfitting the manifold to the training subjects. The SR+SVM results are much lower than in [25], due to the subject-independent evaluation.

Fig. 5 shows the kernel weights \( v \) learned by DSRVM and SMKL for different FAUs on DISFA data. The facial regions selected as relevant for FAU detection correspond well with the FAU definitions presented in [8]. For FAUs 17 and 20, we see that DSRVM is more sparse than SMKL, although the emphasis lies on similar regions.

In order to analyze the information content of different patches, we repeatedly apply DSRVM for varying number of patches. For each run, only the most relevant patches defined by their respective kernel weight \( v \) are used for training. The results for FAU12 are shown in Fig. 6. There is a sharp performance raise for the first patches, which reaches a peak between 3 to 12 patches. Then the performance slowly decreases for larger number of patches. This confirms previous work [22], [57], which found a sparse patch subset to be sufficient for recognizing FAUs and that the inclusion of further information leads to lower performance.

Fig. 6: DSRVM results measured by CORR for different numbers of facial patches. Shown is FAU12 from DISFA as example. Additionally, the learned kernel weights \( v \) are shown for 2, 9 and 28 patches.

### 8.10 Results on the SEMAINE Dataset

Tab. 1 (right column) shows results attained by DSRVM, SMKL, RVM-all, RVM-best and RVM-sep on the SEMAINE dataset for arousal and valence targets. DSRVM significantly outperforms the other methods for both valence and arousal. Similar to the results on the other datasets, DSRVM learns fewer RV’s and RK’s than SMKL.

Fig. 7 shows a sample video frame from the SEMAINE dataset, and kernel weights \( v \) learned by DSRVM and SimpleKLM, for a given value of arousal and valence. For arousal, DSRVM focuses more on the facial area around the nose and below the eyes. This can be explained by the fact that high arousal (such as in surprise, disgust and happiness) is characterized by vertical facial motions in those areas (e.g. nose wrinkling in disgust and raised cheeks in happiness). For valence, DSRVM focuses on the inner eyebrows, the nasolabial furrow and the eye corners. Again, this can be explained by the facial motion being typical for positive valence (happiness, characterized by smiles that affect the nasolabial furrow and the eye corners) and for negative valence (e.g. frowns and deepened nasolabial furrow like in anger). SimpleMLK is less sparse, and regards almost all patches on the entire face as relevant for regression, including the patches learned by DSRVM. The focus areas are different, which can be caused by the non-sparse weights.

Fig. 7: A sample video frame from the SEMAINE dataset. See the caption of Fig. 4. Additionally, we show the SMKL results for arousal, which show that DSRVM learns sparser kernel weights.

Tab. 4 compares DSRVM with prior work [29], [43] on the SEMAINE datasets. Note that the comparison in Tab. 4 is not standard, since prior work uses different subsets of SEMAINE. But, since each subset is supposed to represent the entire dataset reasonably well, the results in Tab. 4 can be viewed as a reasonably good estimate of a standard comparison. In particular, [29] uses tracked facial points as features, and an output-associative RVM for regression. Results are reported only as root MSE and separately per subject for positive and negative arousal/valence sequences. To compare the results with ours, we raise them to the power 2 and take the average over subjects and positive/negative classes. [43] uses LBP histograms as features, a different face alignment from ours, and SVR for regression. The results are reported only as CORR and we take the average of the test and development set from the fully continuous sub-challenge. Tab. 4 shows that DSRVM outperforms [43] for both, valence and arousal. Regarding [29], DSRVM is better for arousal, but not for valence. However, [29] trains separate models for previously detected positive and negative classes and thus has an information advantage.

### 9 Conclusion

We have addressed estimation of continuous-valued intensities of facial expressions – a problem that has received scant attention in prior work – within the regression framework. Motivated by psychological studies on the importance of local features for facial behavior, we have specified a new regression method – called Doubly Sparse Relevance Vector Machine. DSRVM generalizes RVM by jointly choosing a sparse set of relevant kernels associated with face parts, and a sparse set of relevance vectors (i.e., training data) for modeling facial expressions. This also advances related multiple-kernel learning (MKL) methods, typically specified within the max-margin framework, where enforcing joint sparsity of kernel weights and relevance vectors is
difficult. DSRVM uses efficient EM algorithm for learning relevant kernels and relevance vectors, and thus achieves about 20 times faster training than one of the latest MKL methods, called SMKL. Also, due to achieving higher sparsity, DSRVM has more than 3 times faster test runtimes, and more economic memory usage than SMKL.

We have evaluated DSRVM on challenging benchmark datasets, including the ShoulderPain, DISFA, SEMAINE, as well as on the Sonnenburg’s artificial dataset. The metrics we have used for our evaluation and comparison with RVM and SMKL are the mean signed error (MSE), and Pearson correlation coefficient (CORR). In most cases, DSRVM yields higher CORR and lower MSE than RVM and SMKL. In addition, DSRVM can be used to provide insights in the nature of facial expressions, since it learns which face parts provide the most relevant visual cues for estimating the target facial behavior.
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**Fig. 5:** DISFA data: The values of kernel weights $v$ learned by DSRVM (left) and SMKL (right) for different FAUs. See the caption of Fig. 4. Note: the facial image serves for region identification, it does not show activation of target FAUs.
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APPENDIX A
SEMAINE SESSION NUMBERS

To allow researchers to reproduce results on the same subset of SEMAINE, we provide here the session numbers used in our experiments:

19, 20, 21, 22, 29, 30, 31, 34, 35, 36, 37, 40, 41, 42, 43, 46, 47, 48, 49, 60, 70, 71, 72, 73, 76, 77, 78, 79, 82, 83, 84, 85, 94, 95, 96, 97, 106, 107, 108, 109, 113, 114, 115

APPENDIX B
DSRVM UPDATE FORMULAS

In the following, we derive the update formulas for each step of the DSRVM algorithm:

Step 1: In order to derive a variational update formula for \( q(w) \), we need to solve the expectation of the joint distribution with respect to \( q(v) \), since \( \log q^*(w) \sim \mathbb{E}[q(v) \log p(w, v, t | \alpha_x, \beta, \sigma^2_x)] \). This leads to the optimal solution:

\[
q^*(w) \sim \mathcal{N}(\mu, \Sigma),
\]

\[
\mu = \sigma^{-2} \mathbb{E}[k | v_k] \Phi_k^\top t,
\]

\[
\Sigma = (A + \sigma^{-2} \sum_k \Phi_k^\top \mathbb{E}[v_{k1}v_{k2}] \Phi_k) ^{-1},
\]

where \( \mathbb{E}[^] \) is the expectation using the posterior distribution in (7), and \( \Phi_k \in \mathbb{R}^{N \times M} \) with \( \Phi_k(n, m) = \kappa_k(x_n, x_m) \).

Since \( q(v) \) is Gaussian as well, computation of \( \mathbb{E}[v_k] \) and \( \mathbb{E}[v_{k1}v_{k2}] \) is straightforward.

Step 2: Analogously, we derive the update formula for \( q(v) \):

\[
q^*(v) \sim \mathcal{N}(\nu, \Lambda),
\]

\[
\nu = \sigma^{-2} A \sum_m \mathbb{E}[w_m] \Psi_m \top t,
\]

\[
\Lambda = (B + \sigma^{-2} \sum_m \sum_{m_2} \mathbb{E}[w_m, w_{m_2}] \Psi_{m_2} \top \Psi_{m_2}) ^{-1},
\]

where \( \Psi_m \in \mathbb{R}^{N \times K} \) with \( \Psi_m(n, k) = \kappa_k(x_n, x_m) \).

Step 3: In order to get an efficient update rule for \( \alpha_x \), we further approximate \( q(v) \) with a delta function at its mode \( \nu \). Thus, the marginal likelihood is approximated by:

\[
p(t | \alpha_x, \beta, \sigma^2_x) \approx p(t | v, \alpha_x, \sigma_x^2) \delta(v).
\]

Taking into account a uniform prior for \( \alpha \) and \( \sigma^2 \), and following the same update formula as for the original RVM [47], the solution is a convolution of Gaussians and can be expressed in closed form

\[
p(t | v, \alpha_x, \sigma_x^2) \sim \mathcal{N}(t; 0, C_v),
\]

where \( C_v = \Phi_v \Lambda^{-1} \Phi_v^\top + \sigma^2 I \) and \( \Phi_v \in \mathbb{R}^{N \times M} \) with \( \Phi_v(n, m) = \sum_k v_{k1} \kappa_k(x_n, x_m) \). As described in [48], we can derive an optimal update for each \( \alpha_m \) separately as

\[
\alpha_m^* = \left\{ \begin{array}{ll}
\frac{\sigma_m^2 - a_m}{b_m} & \text{if } b_m > a_m \\
\infty & \text{otherwise}
\end{array} \right.
\]

where \( a_m = \phi_m^\top C_m^{-1} \phi_m, b_m = \phi_m^\top C_m^{-1} t, C_m = \sigma^2 I + \sum_{i \neq m} \alpha_i^{-1} \phi_i \phi_i^\top \) and \( \phi_m \) is the \( m \)th column of \( \Phi_v \) with \( \phi_m(n) = \sum_k v_{k1} \kappa_k(x_n, x_m) \). Note that in each iteration only \( \alpha_m \) with the largest likelihood increase is updated, for details see [48]. Setting \( \alpha_m \) to infinite effectively prunes
out the corresponding basis function \( \phi_m \), i.e. only the basis with \( \alpha_m < \infty \) are used for inference.

**Step 4:** For deriving an update formula for \( \beta_s \), we follow the same reasoning as in step 3. We approximate \( q(w) \) with a delta function at its mode \( \mu \). Then, we approximate the marginal likelihood as

\[
p(t|\alpha_s, \beta_s, \sigma^2_s) \approx p(t|w, \beta_s, \sigma^2_s)\delta(w).
\]

(24)

and analogously to step 3, we need to maximize

\[
p(t|w, \beta_s, \sigma^2_s) \sim N(t; 0, D_w),
\]

(25)

where \( D_w = \Psi^{-1}w + \sigma^2 I \) and \( \Psi \in \mathbb{R}^{N \times K} \) with \( \Psi(n, k) = \sum m w_m \kappa_k(x_n, x_m) \). As above, we can derive an optimal update for each \( \beta_k \) separately as

\[
\beta^*_k = \left\{ \begin{array}{ll}
\frac{\sigma^2_k}{\alpha_k} & \text{if } d_k^2 > c_k \\
\infty & \text{otherwise}
\end{array} \right.
\]

(26)

where \( c_k = \psi^\top D^{-1} \psi_k, d_k = \psi^\top D^{-1} t, D_{-k} = \sigma^2 I + \sum_{i \neq k} \beta_i \psi_i \psi_i^\top \) and \( \psi_k \) is the \( k \)th column of \( \Psi \) with \( \psi_k(n) = \sum m w_m \kappa_k(x_n, x_m) \). Again, note that only \( \beta_k \) with the largest likelihood increase is updated in each iteration.

**Step 5:** We further derive an update for the noise variance \( \sigma^2_s \), by solving the derivative regarding the marginal likelihood \( \frac{\partial \mathcal{L}}{\partial \sigma^2} = 0 \). This leads to the formula:

\[
\sigma^2_s = \frac{1}{N} \mathbb{E}_{w,v} \left[ \| t - y(X; w, v) \|^2 \right],
\]

(27)

where

\[
\begin{align*}
\mathbb{E}_{w,v} & \left[ \| t - y(X; w, v) \|^2 \right] = \| t - y(X; E[w], E[v]) \|^2 \\
+ \sum_{m_1, m_2, k_1, k_2} & \Sigma(m_1, m_2) \Lambda(k_1, k_2) \sum_{n} \kappa_{n, m_1, k_1} \kappa_{n, m_2, k_2}
\end{align*}
\]

with

\[
y(X; w, v) = [y(x_n; w, v)]_{n=1}^N \quad \text{and} \quad \kappa_k(x_n, x_m).
\]

**APPENDIX C**

**RVM UPDATE FORMULAS**

In the following, we describe each of the RVM steps in detail and compare it with our DSRVM update steps.

**Step a:** \( p(w|t, \alpha_s, \sigma^2_s) \) is a convolution of two Gaussians and can hence be calculated in closed form:

\[
p(w|t, \alpha_s, \sigma^2_s) \sim N(w; \mu, \Sigma),
\]

(28)

\[
\mu = \sigma^{-2} \Sigma \Phi^\top t,
\]

\[
\Sigma = (A + \sigma^{-2} \Phi^\top \Phi)^{-1},
\]

where \( \Phi \) is the kernel basis matrix with \( \Phi(n, m) = \kappa(x_n, x_m) \). It follows that RVM uses a linear function of the targets to estimate its parameters \( w_{\text{RVM}} = \sigma^{-2} \Sigma \Phi^\top t \). While the convexity and closed-form of such linear RVM formulation is appealing, the use of the linear function strongly restricts the complexity of data that RVM can represent. By contrast, our DSRVM introduces kernel weights \( v \) that play a role of hidden variables in the estimation of \( w_{\text{DSRVM}} = \sigma^{-2} \Sigma v \Phi^\top t \) (see (10)), where each configuration of \( v \) values corresponds to a particular component in the exponentially large mixture of distributions of \( w_{\text{DSRVM}} \). This significantly extends the modeling capacity of our DSRVM relative to that of RVM.

**Step b:** The marginal likelihood \( \mathcal{L}_{\text{RVM}} \) can be maximized regarding \( \alpha_1 \) by the same update formula as in (23), except that \( \phi_m(n) = \kappa(x_n, x_m) \) due to the single fixed kernel.

**Step c:** Optimizing \( \sigma^2_s \) by taking the corresponding derivative of \( \mathcal{L}_{\text{RVM}} \) leads to the update formula:

\[
\sigma^2_s = \frac{\| t - y_{\text{RVM}}(X; E[w]) \|^2}{N - M + \sum_m \alpha_m \Sigma(m, m)}.
\]

(29)

The DSRVM \( \sigma^2_s \) update (27) has a different form than (29), because the DSRVM target \( L \) is a variational approximation while \( \mathcal{L}_{\text{RVM}} \) is Gaussian.

**APPENDIX D**

**ICC RESULTS**

In order to compare to [25], we also provide the results for the Intra-Class Correlation Coefficient ICC(3,1) [44] performance measure. Tab. 5 shows the ICC results on the ShoulderPain and SEMAINE data. DSRVM performs best in most of the cases, with some exceptions where it is on par with RVM-all and RVM-sep.

**TABLE 5:** Results on the ShoulderPain data for the pain targets (left column) and on the SEMAINE data for the arousal (Ar.) and valence (Val.) targets (right column). DSRVM is compared to different RVM and SMKL. For ShoulderPain, video features are extracted at different space-time (S-T) scales. p-value measures significance of the result in comparison to DSRVM. The table shows Intra-class Correlation Coefficient (ICC). The best results are marked bold. If two results differ by at most 0.01 and the p-value is greater than 0.05, we mark both results bold.

<table>
<thead>
<tr>
<th>Method</th>
<th>ShoulderPain</th>
<th>SEMAINE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S6x6</td>
<td>S6x6</td>
</tr>
<tr>
<td>DSRVM</td>
<td>0.52</td>
<td>0.53</td>
</tr>
<tr>
<td>RVM all</td>
<td>0.50</td>
<td>0.51</td>
</tr>
<tr>
<td>p-value</td>
<td>0.75</td>
<td>0.89</td>
</tr>
<tr>
<td>RVM best</td>
<td>0.15</td>
<td>0.34</td>
</tr>
<tr>
<td>p-value</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>RVM sep</td>
<td>0.53</td>
<td>0.51</td>
</tr>
<tr>
<td>p-value</td>
<td>0.59</td>
<td>0.85</td>
</tr>
<tr>
<td>SMKL</td>
<td>0.48</td>
<td>0.49</td>
</tr>
<tr>
<td>p-value</td>
<td>0.03</td>
<td>0.06</td>
</tr>
<tr>
<td>mRVM</td>
<td>0.40</td>
<td>0.40</td>
</tr>
<tr>
<td>p-value</td>
<td>0.00</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Tab. 6 shows the ICC results on the DISFA data. DSRVM is on par with RVM-sep, each of the methods is the best for half of the FAU targets. On average they perform similar, followed by RVM-all and SMKL. Although DSRVM and RVM-best perform similar regarding ICC, DSRVM selects less RV and the testing time is about 8 times faster, as can be seen in Tab. 3.

Tab. 7 shows the ICC results on the DISFA data while using the same evaluation procedure as in [25]. The first step is to train a SR subspace [7] with data from all
subjects and thus the results are subject-dependent. Then
the DSRVM model is trained on 3000 samples with features
from the learned subspace and a single Gaussian kernel,
while using a leave-one-subject-out cross-validation proce-
dure. Thus the combined method is shown as SR+DSRVM.
The results show show a better DSRVM performance in the
majority of cases, including the average of all AUs (AVG).

APPENDIX E
COMPARISON WITH CLASSIFICATION

To demonstrate the advantage of continuous regres-
sion models over classifiers, we compare the continuous
DSRVM with the discrete mRVM [6] on the artificial and
the SEMAINE dataset. Fig. 7 (top left) shows the mRVM
results for discretizing the targets into different numbers
of classes on the artificial data. The DSRVM results are
plotted for comparison. Note that they are obtained directly
for continuous-valued targets, and thus appear as constant
in these plots across different settings of discretization of
target values. We see that the optimum result for mRVM
is reached at 8 classes, but DSRVM results in superior
performance at all times.

Table 8: Model statistics on the DISFA data averaged
over all FAU targets. Shown are the number of relevance
vectors (#RV), the number of relevant kernels (#RK),
training runtime (TRN) in sec × 10^2, and test runtime (TST)
in sec. #RK is only shown for models that adjust the kernel.

<table>
<thead>
<tr>
<th>Method</th>
<th>#RV</th>
<th>#RK</th>
<th>TRN</th>
<th>TST</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSRVM</td>
<td>31.6</td>
<td>13.4</td>
<td>21.3</td>
<td>0.3</td>
</tr>
<tr>
<td>RVM all [47]</td>
<td>102.8</td>
<td>-</td>
<td>1.2</td>
<td>1.3</td>
</tr>
<tr>
<td>RVM best [47]</td>
<td>65.4</td>
<td>-</td>
<td>1.3</td>
<td>0.1</td>
</tr>
<tr>
<td>RVM sep [3], [49]</td>
<td>199.9</td>
<td>-</td>
<td>36.2</td>
<td>3.1</td>
</tr>
<tr>
<td>SMKL [35]</td>
<td>1913.6</td>
<td>33.1</td>
<td>149.8</td>
<td>7.8</td>
</tr>
<tr>
<td>mRVM [6]</td>
<td>37.4</td>
<td>36.0</td>
<td>77.4</td>
<td>1.2</td>
</tr>
<tr>
<td>SR+SVM [25]</td>
<td>464.2</td>
<td>-</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

APPENDIX F
MODEL STATISTICS FOR MSE AND ICC

Tab. 8 provides average statistics of the learned models
optimized for MSE and ICC, which are similar to the
CORR statistics in Tab. 3. #RV and #RK tend to be
a bit lower for MSE than for CORR and ICC. This is
probably caused by the imbalance of the data, since MSE
favors simpler models (with fewer #RV and #RK) that
conservatively rate intensity zero.

Fig. 7: Results on the artificial data (top left) and on
the SEMAINE data for the arousal (bottom left) and the
valence (bottom right) target: Comparison of the continuous
DSRVM with the discrete mRVM method [6] by discretiz-
ing the targets into different number of classes. (Note: we
use the square root of the MSE for better axis scaling)

As can be seen from Fig. 7 (bottom left and right),
we have a similar case for the SEMAINE data. Again
DSRVM outperforms mRVM, independently of the number
of classes the targets are divided into. The MSE becomes
constant as the number of classes increases, since the
mRVM cannot train properly due to too few data per class
and therefore assigns the majority class to all instances.
Due to the bias in the target distribution, this leads to a
low MSE since most instances are close to the majority
value around 0. However, the CORR as a relative measure
takes the variance of predictions into account and clearly
states that the target is modeled badly.
TABLE 6: Results on the DISFA data for different FAU targets. See the caption of Tab. 5. The last column shows the average results over all FAUs (AVG).

<table>
<thead>
<tr>
<th>Method</th>
<th>AU1</th>
<th>AU2</th>
<th>AU4</th>
<th>AU5</th>
<th>AU6</th>
<th>AU9</th>
<th>AU12</th>
<th>AU15</th>
<th>AU17</th>
<th>AU20</th>
<th>AU25</th>
<th>AU26</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSRVM</td>
<td>0.26</td>
<td>0.22</td>
<td>0.47</td>
<td>0.14</td>
<td>0.40</td>
<td>0.47</td>
<td>0.75</td>
<td>0.28</td>
<td>0.34</td>
<td>0.19</td>
<td>0.58</td>
<td>0.35</td>
<td>0.37</td>
</tr>
<tr>
<td>p-value</td>
<td>.25</td>
<td>.09</td>
<td>.06</td>
<td>.30</td>
<td>.00</td>
<td>.24</td>
<td>.41</td>
<td>.24</td>
<td>.41</td>
<td>.22</td>
<td>.34</td>
<td>.94</td>
<td>.51</td>
</tr>
<tr>
<td>RVM all</td>
<td>0.24</td>
<td>0.27</td>
<td>0.34</td>
<td>0.10</td>
<td>0.42</td>
<td>0.40</td>
<td>0.30</td>
<td>0.72</td>
<td>0.30</td>
<td>0.38</td>
<td>0.17</td>
<td>0.59</td>
<td>0.36</td>
</tr>
<tr>
<td>p-value</td>
<td>.25</td>
<td>.09</td>
<td>.06</td>
<td>.30</td>
<td>.00</td>
<td>.24</td>
<td>.41</td>
<td>.24</td>
<td>.41</td>
<td>.22</td>
<td>.34</td>
<td>.94</td>
<td>.51</td>
</tr>
<tr>
<td>RVM best</td>
<td>0.17</td>
<td>0.14</td>
<td>0.41</td>
<td>0.16</td>
<td>0.16</td>
<td>0.37</td>
<td>0.29</td>
<td>0.69</td>
<td>0.15</td>
<td>0.19</td>
<td>0.14</td>
<td>0.56</td>
<td>0.14</td>
</tr>
<tr>
<td>p-value</td>
<td>.06</td>
<td>.06</td>
<td>.24</td>
<td>.15</td>
<td>.21</td>
<td>.07</td>
<td>.04</td>
<td>.01</td>
<td>.00</td>
<td>.07</td>
<td>.52</td>
<td>.01</td>
<td>.00</td>
</tr>
<tr>
<td>ICC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RVM sep</td>
<td>0.33</td>
<td>0.24</td>
<td>0.45</td>
<td>0.14</td>
<td>0.44</td>
<td>0.31</td>
<td>0.74</td>
<td>0.30</td>
<td>0.60</td>
<td>0.15</td>
<td>0.19</td>
<td>0.14</td>
<td>0.56</td>
</tr>
<tr>
<td>p-value</td>
<td>.22</td>
<td>.19</td>
<td>.62</td>
<td>.65</td>
<td>.46</td>
<td>.03</td>
<td>.54</td>
<td>.06</td>
<td>.40</td>
<td>.67</td>
<td>.73</td>
<td>.29</td>
<td>.74</td>
</tr>
<tr>
<td>SMKL</td>
<td>0.30</td>
<td>0.21</td>
<td>0.44</td>
<td>0.12</td>
<td>0.41</td>
<td>0.29</td>
<td>0.73</td>
<td>0.28</td>
<td>0.34</td>
<td>0.15</td>
<td>0.58</td>
<td>0.34</td>
<td>0.35</td>
</tr>
<tr>
<td>p-value</td>
<td>.56</td>
<td>.84</td>
<td>.40</td>
<td>.03</td>
<td>.26</td>
<td>.02</td>
<td>.30</td>
<td>.91</td>
<td>.94</td>
<td>.08</td>
<td>.85</td>
<td>.77</td>
<td>.05</td>
</tr>
<tr>
<td>mRVM</td>
<td>0.19</td>
<td>0.15</td>
<td>0.24</td>
<td>0.04</td>
<td>0.35</td>
<td>0.38</td>
<td>0.65</td>
<td>0.19</td>
<td>0.27</td>
<td>0.19</td>
<td>0.57</td>
<td>0.16</td>
<td>0.28</td>
</tr>
<tr>
<td>p-value</td>
<td>.40</td>
<td>.40</td>
<td>.05</td>
<td>.04</td>
<td>.59</td>
<td>.01</td>
<td>.19</td>
<td>.23</td>
<td>.88</td>
<td>.64</td>
<td>.01</td>
<td>.00</td>
<td>.00</td>
</tr>
<tr>
<td>SR+SVM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p-value</td>
<td>.01</td>
<td>.02</td>
<td>.00</td>
<td>.03</td>
<td>.07</td>
<td>.27</td>
<td>.70</td>
<td>.09</td>
<td>.19</td>
<td>.16</td>
<td>.03</td>
<td>.44</td>
<td>.00</td>
</tr>
</tbody>
</table>

TABLE 7: ICC results on the DISFA data for different FAU targets. SR+DSRVM is compared to SR+SVM within a subject-dependent setting that corresponds to the same evaluation procedure as in [25]. The last column shows the average results over all FAUs (AVG).

<table>
<thead>
<tr>
<th>Method</th>
<th>AU1</th>
<th>AU2</th>
<th>AU4</th>
<th>AU5</th>
<th>AU6</th>
<th>AU9</th>
<th>AU12</th>
<th>AU15</th>
<th>AU17</th>
<th>AU20</th>
<th>AU25</th>
<th>AU26</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR+DSRVM</td>
<td>0.83</td>
<td>0.81</td>
<td>0.87</td>
<td>0.69</td>
<td>0.83</td>
<td>0.83</td>
<td>0.88</td>
<td>0.80</td>
<td>0.79</td>
<td>0.73</td>
<td>0.89</td>
<td>0.75</td>
<td>0.81</td>
</tr>
<tr>
<td>SR+SVM [25]</td>
<td>0.80</td>
<td>0.83</td>
<td>0.87</td>
<td>0.58</td>
<td>0.81</td>
<td>0.80</td>
<td>0.84</td>
<td>0.71</td>
<td>0.69</td>
<td>0.54</td>
<td>0.94</td>
<td>0.79</td>
<td>0.77</td>
</tr>
</tbody>
</table>