This article has been accepted for publication in IEEE Transactions on Pattern Analysis and Machine Intelligence. This is the author's version which has not been fully edited and

content may change prior to final publication. Citation information: DOl 10.1109/TPAMI.2022.3181579

EDFace-Celeb-1M: Benchmarking Face
Hallucination with a Million-scale Dataset

Kaihao Zhang, Dongxu Li, Wenhan Luo, Jingyu Liu, Jiankang Deng, Wei Liu, Stefanos Zafeiriou

Abstract—Recent deep face hallucination methods show stunning performance in super-resolving severely degraded facial images,
even surpassing human ability. However, these algorithms are mainly evaluated on non-public synthetic datasets. It is thus unclear
how these algorithms perform on public face hallucination datasets. Meanwhile, most of the existing datasets do not well consider
the distribution of races, which makes face hallucination methods trained on these datasets biased toward some specific races. To
address the above two problems, in this paper, we build a public Ethnically Diverse Face dataset, EDFace-Celeb-1M, and design a
benchmark task for face hallucination. Our dataset includes 1.7 million photos that cover different countries, with relatively balanced
race composition. To the best of our knowledge, it is the largest-scale and publicly available face hallucination dataset in the wild.
Associated with this dataset, this paper also contributes various evaluation protocols and provides comprehensive analysis to benchmark
the existing state-of-the-art methods. The benchmark evaluations demonstrate the performance and limitations of state-of-the-art

algorithms. https://github.com/HDCVLab/EDFace-Celeb-1M

Index Terms—Face Hallucination; Face Super-resolution; Benchmarking; Million-scale Dataset; EDFace-Celeb-1M.

1 INTRODUCTION

Human faces contain important identity information and
are central to various vision applications, such as face align-
ment [1], [2], [3], face parsing [4], [5] and face identification
[6], [7]. However, most of these applications require high-
quality images as input and the approaches perform less
favorably in low-resolution conditions. To alleviate the is-
sue, the task of face hallucination, or face super-resolution,
aims to super-resolve low-resolution face images to their
high-resolution counterparts, thus facilitating effective face
analysis.

As a special case of Single Image Super-Resolution (SISR)
(51, [°1, (101, [11], [02), (18], [14], [15], [16], [17], face hal-
lucination is a fundamental and challenging problem in
face analysis. Different from general SISR, which deals with
super-resolving pixels in arbitrary scenes, the face halluci-
nation task tackles only facial images. Therefore, the facial
special prior knowledge in face images could help recover
accurate face shape and rich facial details. As a result, the
face hallucination methods often achieve better performance
than general single image super-resolution ones in terms
of higher up-scaling factors. Previous face hallucination
methods [15], [19], [20], [21], [22], [23], [24], [25], [26] utilize
facial priors to restore high-resolution images by approaches
which are typically not end-to-end ones. Currently, a num-
ber of deep learning based methods [27], [28], [29], [30], [31],
[32], [33], [34] are proposed to greatly boost the performance
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of the task of face hallucination, even surpassing human
ability.

Is face hallucination solved? Firstly, many current deep
hallucination methods evaluate their methods on non-public
synthetic datasets. Especially, they typically download pub-
lic datasets and synthesize pairs of low-resolution and high-
resolution images, and then randomly select some faces as
training and testing samples. After that, they evaluate their
methods and re-train previous methods on their synthesized
datasets. However, using this way for evaluation presents
two obvious problems. (1) Given that the division of train-
ing/testing groups is random, the following researchers
cannot strictly follow and reproduce the previous experi-
ments like [35], [36]. (2) To verify that the new face hallucina-
tion methods outperform the previous methods, researchers
have to synthesize new datasets by themselves and re-train
previous methods again, which greatly increases the unnec-
essary workload and reduces the credibility of their results
like [29], [33]. Therefore, it is not clear how these algorithms
would perform on public face hallucination datasets.

On the other hand, though it is popular that the cur-
rent deep face hallucination methods are evaluated on
synthesized face datasets, these datasets face the problem
of being biased toward specific races, and other races are
significantly ignored. This scheme along with these datasets
not only fails to accurately evaluate the performance of
face hallucination methods, but also will raise the ethical
problem. Therefore, a large-scale face hallucination dataset
with relatively balanced race composition is necessary for
face analysis in the community.

To address the above problems, in this paper, we in-
troduce an Ethnically Diverse Face dataset called EDFace-
Celeb-1M, and design benchmark protocols along with anal-
ysis to evaluate and encourage the development of face
hallucination algorithms. There exist three key objectives of
creating the EDFace-Celeb-1M dataset for face hallucination.
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(1) It should contain a large-scale set of face images in
the wild with unconstrained pose, emotion and exposure.
Specially, the proposed EDFace-Celeb-1M dataset includes
1.7 million photos of more than 40,000 unique celebrity
subjects. (2) The dataset should include faces from as many
different countries and races as possible to mitigate the
race bias in the current face hallucination datasets. More
specifically, the EDFace-Celeb-1M dataset contains different
race groups including White, Black, Latino and Asian with
a relatively balanced composition. (3) It should be publicly
available, enabling benchmarking current and future face
hallucination methods with a unified dataset protocol to
ensure fair and effortless evaluation. In this paper, the
proposed dataset is public available with fixed training and
testing sets for fair comparison.

To investigate the performance of current deep face
hallucination algorithms on the constructed dataset with rel-
atively balanced race composition, we design and provide
concrete evaluation protocols, and evaluate four publicly
available face hallucination methods and four SISR meth-
ods. We also introduce in detail our experiment setup and
report baseline models to benefit and drive future research
for the face hallucination task and inspire other related tasks
in the computer vision community.

Our main contributions are summarized as follows.

o First, to the best of our knowledge, we build the first
large-scale publicly available face hallucination dataset
with relatively balanced race composition. The dataset
includes 1.7 million face images collected from dif-
ferent race groups, providing fixed training and test-
ing groups, pairs of low-resolution and high-resolution
images with different scale factors (e.g., 2x, 4%, 8x),
and aligned and non-aligned face images, which makes
the future comparison more convenient, repeatable and
credible.

o Second, we design a benchmark task to evaluate the per-
formance of some current deep face hallucination and
SISR methods to super-resolve low-resolution images.
By doing so, it is clear how these algorithms perform
on public face hallucination datasets (See Section 4).

o Third, we address fundamental questions of face halluci-
nation and obtain several key findings.

— How well do the current face hallucination and SISR
methods perform in the case of different upsampling
factors? (See Table 2 and Figure 8,9,10,11)

- How do the noise and blur kernels affect the per-
formance of face hallucination methods? (See Table 2
and Figure 8,9,10,11)

— Is the size of training data important? (See Table 4
and Figure 7)

- Using the super-resolved images for the facial analy-
sis tasks like landmark detection and identity preser-
vation, is the gap significant, compared with using
the ground truth high-resolution face images? (See
Table 3)

2 RELATED WORK
2.1 Face Hallucination

Many approaches have been proposed for face halluci-
nation, which can be classified into two categories: non-
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deep learning methods and deep learning methods. For the
non-deep learning methods, holistic-based [19], [37], [38]
and part-based [22], [39], [40] techniques are two popular
models, which upsample face images via representing faces
by parameters and extracting facial regions, respectively.

Recently, deep neural networks have been successfully
applied to various computer vision tasks including face
hallucination. Yu et al. [35] investigate the Generative Ad-
versarial Network (GAN) to super-resolve face images of
very low resolution and create perceptually realistic high-
resolution face images. Huang et al. [29] introduce wavelet
coefficients prediction into deep networks to generate super-
resolution face images with different upscaling factors. To
train deep face hallucination networks, Zhang et al. [41]
propose a super-identify loss function to measure the dif-
ference of identity information. Cao et al. [30] design a novel
attention-aware face hallucination framework and use deep
reinforcement learning to optimize its parameters.

As a domain-specific super-resolution problem, there
are also many face hallucination methods that use facial
prior knowledge to help super-resolve low-resolution face
images. Song et al. [42] propose a two-stage framework,
which firstly generates facial components to represent the
basic facial structures and then synthesizes fine-grained fa-
cial structures through a component enhancement method.
Yu et al. [32] present a multi-task upsampling network to
employ the image appearance similarity and exploit the
face structure information with the help of the proposed
facial component heat maps. Chen et al. [31] introduce a
FSRNet model to make use of facial landmark heat maps
and parsing maps. In addition, the attention mechanism [43]
and bi-network [28] are also applied to make use of facial
prior knowledge to train a high-resolution face generator.

2.2 Single Image Super-Resolution

The advancement of deep neural networks has achieved
great success on image super-resolution, and most of the
state-of-the-art SISR methods are based on deep learning
[44]. As a pioneer work of deep SISR methods, Dong et al.
[8], [45] propose a Super-Resolution Convolutional Neural
Network (SRCNN) to super-resolve low-resolution images
by firstly adopting deep learning for SISR. After that, many
improvements have been explored. For example, Kim et
al. [46] propose a deeply-recursive CNN to make use of
skip connections to train their proposed a Deeply-Recursive
Convolutional Network (DRCN). Lim et al. [11] design
an Enhanced Deep Super-Resolution Network (EDSR) to
remove redundant modules and combine with multi-scale
processing. To reduce the computational cost, many efficient
SISR methods are proposed [9], [10], [12]. To make the
generated images more realistic, GAN based SISR methods
are introduced to improve the perceptual quality of HR
images [47], [48], [49]. Recently, Hairs et al. [15] develop
a Deep Back-Project Network (DBPN) to exploit the mu-
tual dependencies with a feedback mechanism. Zhang et
al. [13] introduce dense connections to make use of cues.
Residual Channel Attention Networks (RCAN) is proposed
in [14] to introduce a residual-in-residual structure and a
channel attention module. More recently, there are many
SISR methods utilizing novel attention modules [17], [50]
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TABLE 1
Representative face datasets. Most of the current public face
datasets do not consider the race problem. Meanwhile, none of them
provides large-scale pairs of LR and HR samples for evaluating deep
hallucination methods.

Dataset | Size Public Race HR-LR
LFW 13K v - X
CelebA 200K v - X
CASIA-WebFace | 500K v - X
FB-DeepFace 4.4M X - X
VGGFace 2.6M v - X
VGGFace2 3.3M v - X
UMDFaces 367K v - X
FaceScrub 100K v - X
MegaFace M v - X
FairFace 10K v v X
MS-Celeb-1M 10M v - X
Ours | 1.7M v v v

or feedback mechanisms [51] to further improve the perfor-
mance of SISR. Even without considering facial structures,
these above methods can also super-resolve low-resolution
face images to their corresponding high-resolution versions.

2.3 Face Datasets

Currently, there does not exist publicly available face hal-
lucination datasets. In this section, we briefly review some
popular face datasets which have been constructed recently.
The Labeled Faces in the Wild (LFW) dataset [52] is created
in 2007, and it contains 13, 000 images. In 2014, the CelebA
[53] and CASIA-WebFace [54] datasets are released, includ-
ing about 20K and 500K images, respectively. The VGGface
[55] dataset released in 2015 includes 2.6 million images.

More recently, Kemelmacher-Shlizerman et al. [56] as-
semble a dataset of 4.7 million images to evaluate how face
recognition algorithms perform with a very large number of
images. Cao et al. [57] release the VGGface2 dataset. Com-
pared to the VGGface dataset, VGGface2 has 3.3 million
images to cover a larger number of identities. The largest-
scale face dataset is MS-Celeb-1M, which contains 10 million
images for training and testing.

Even though there exist many face datasets, none of
them can be directly utilized to evaluate the current face
hallucination approaches, due to the following reasons.
Firstly, none of these datasets provides large-scale pairs of
low-resolution and high-resolution face images. However,
the current deep face hallucination methods mainly rely
on supervised learning and thus pairs of training face im-
ages are necessarily required. Secondly, researchers in the
computer vision community have paid increasing attention
to the race bias problem. However, these existing datasets
are strongly biased toward specific races. Face hallucina-
tion models trained on these datasets will generate high-
resolution face images with inappropriate race information.

The FairFace [58] contains face images from different
races. However, it includes only 10K images without pairs of
face images for the evaluation of face hallucination methods.
A summary of current face datasets is listed in Table 1 to
give a clear view.
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Fig. 1. The facial pose statistics of the proposed EDFace-Celeb-1M
dataset.

To overcome the problem of lacking face hallucination
datasets, current face hallucination researchers synthesize
pairs of training and testing samples to evaluate the previ-
ous methods and their proposed ones. For example, Yu et
al. [32], [36] and Kim et al. [43] train and test their proposed
methods on pairs of face images synthesized from CelebA
[59]. Zhang et al. [60] synthesize pairs of face images from
Multi-PIE [61] and CelebA [59]. WaveletSR [29] is evaluated
on synthesized face images from VGGface2 [57], and Li
et al. [62] train and test their methods on the FFHQ [63],
VGGface2 [57] and CelebA [59] datasets. However, most
of these synthesized face hallucination datasets are not
public. Meanwhile, given that some of them are randomly
split training and testing samples, the face hallucination
community faces the following challenge: all the following
methods cannot directly use the pre-trained models and
their results like (Peak Signal-to-Noise Ratio (PSNR )) and
(Structural Similarity Index (SSIM)) values, and thus have to
synthesize datasets by themselves again and re-train previ-
ous face hallucination methods. Therefore, it increases a lot
of unnecessary duplication of works. In order to benchmark
current deep face hallucination methods and provide conve-
nience to the future face hallucination research, we provide a
large-scale publicly available face hallucination dataset with
relatively balanced race composition and contribute several
baseline models in this paper.

3 EDFACE-CELEB-1M COLLECTION

In this section, we provide an overview of the EDFace-
Celeb-1M dataset and introduce how it is collected in detail.
We build the dataset to benchmark the current deep face
hallucination methods and drive the development of the
face hallucination task in the future. As mentioned above,
we aim to build a publicly available large-scale face halluci-
nation dataset, which provides pairs of low-resolution and
high-resolution face images with a fixed setting of training
and testing samples.

The dataset collection processing includes: how a list of
candidate identities is obtained, how the candidate images
are collected, how to detect the face in images, and how
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Fig. 2. Representative face images from the proposed dataset. These
face images exhibit relatively balanced race distribution
, evident pose and appearance variations.
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Fig. 3. The age statistics of the proposed EDFace-Celeb-1M dataset.

to synthesize pairs of low-resolution and high-resolution
images. In addition, we provide attribute statistics of the
proposed dataset such as race and gender.

3.1 Stage I: Obtain a Name List

The first step from scratch is to have a list of subject names
whose faces we aim to collect. As mentioned before, race
balance is the top priority when we build this dataset. To
obtain such a name list with race balance, we split the races
into four groups: White, Black, Asian and Latino. Based on
this, we collect names for different groups. More specifically,
for each group, we collect as many names of celebrities
as possible from different countries. The names in our list
are from diverse countries. For example, the Asian group
includes names of people from East Asian, Southeast Asian,
Middle East and India from Asian countries. In addition,
it also includes some Asian-Americans. In summary, our
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Fig. 4. The resolution of face images before resizing.

EDFace-Celeb-1M dataset contains more than 20, 000 names
and the ratio (name lists) of the above four groups is about
31.1% :19.2% : 19.6% : 18.3%.

3.2 Stage IlI: Select Images for Each Identity

After obtaining a name list, we use the Google Image Search
engine to download 100 ~ 1000 images for each identity.
Moreover, to obtain diverse images with age variations, we
further add the keyword young to each subject and further
download the corresponding images.

3.3 Stage lll: Face Detection

We then detect faces in images via the Dlib detector [64]. In
this way, we can obtain a facial image dataset, containing
faces of different poses/angles, variations of appearance
(like glasses, hat). In addition, we manually remove some
non-face images.

3.4 Stage IV: Synthesize Pairs of Images

With the above steps, we have obtained about 10M facial
images in total. Given the obtained facial images, we con-
struct two subsets. The first one is composed of real-world
low resolution facial images, which are dedicated to the
qualitative study of existing face hallucination methods, as
there is no ground truth available. Specifically, we choose
images whose resolution is smaller than 50 x 50 to compose
this subset.

The second set is dedicated to quantitatively evaluating
the existing face hallucination methods, consisting of pairs
of high-resolution and low-resolution facial images. To this
end, we have to choose high-resolution images and synthe-
size the corresponding low-resolution images. To be specific,
we choose 1.5M face images whose resolution is larger than
128 x 128 and resize them to 128 x 128. These images serve
as high-resolution images. To synthesize the corresponding
low-resolution images, we employ the strategies employed
in most of the existing face hallucination methods. More
specifically, we simulate the degradation process via spe-
cific operations like downsampling. The developed subset
includes five different degradation settings, named as 2x,
4x, 4x_BD, 4x_DN and 8x. The numbers indicate the
downsampling factor, “D” stands for downsampling, “B”
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indicates blur operation, and “N ” stands for Gaussian
noise that is added to the LR images. The order of letters
indicates the order of operations. For example, “BD” means
that the blur artifact is applied prior to the downsampling
operation. We use bicubic interpolation for downsampling.
2x, 4x and 8x mean that only bicubic downsampling
operation is applied. When creating blurry and noisy face
images, Gaussian blur and Gaussian noise are added to
images. Among the 1.5M image pairs, we choose 1.36M
pairs of images for training and 0.14M pairs of images for
quantitative testing.

In summary, by conducting the above four steps, we
derive a dataset including two subsets of non-aligned fa-
cial images. The first one contains 200K real-world low-
resolution images for qualitative testing, and the second one
includes 1.36M and 140K pairs of images for training and
quantitative testing.

3.5 The Statistics of EDFace-Celeb-1M

Lastly, we present the statistics of specific attributes of the
developed EDFace-Celeb-1M dataset as follows.

« First, we show some representative high-resolution face
images from the EDFace-Celeb-1M dataset in Figure 2.
It is obvious that our dataset includes different races
including White, Black, Asian and Latino, from differ-
ent countries. In addition, these faces exhibit evident
pose and appearance variations (e.g. glasses). Figure 1
presents the statistics of the face pose.

o Second, we demonstrate the ratios of races and gender.
64% of the images of our dataset are from males and the
rest 36% images are from females. The ratios of White,
Black, Asian and Latino are about 31.1%, 19.2%, 19.6%
and 18.3%, respectively, which are relatively balanced
compared with existing datasets of face images.

e Third, we also analyze the distribution of age of the
celebrities we include in our dataset, and show the
results in Figure 3. The age of celebrities is estimated
by the model from Insightface. Roughly, the majority of
age is between 25 and 55, which aligns well with the
property of demography. Notably, our dataset includes
also celebrities younger than 20 and older than 60.

« Fourth, Figure 4 presents the statistics of the resolution
of face images before the resizing operation. In general,
all the ground-truth high-resolution images are resized
from images with resolution greater than 128 x 128.

« Fifth, the proposed dataset provides fixed training and
testing subsets. Each subsets includes high-quality im-
ages and corresponding low-quality images. All images
are labeled as HR and LR with factors( e.g., 2%, 4x,
4 x _BD, 4 x _DN and 8x). Based on the labels and
fixed subsets, the dataset can make the reproducibility
and the fair comparison easier.

4 EXPERIMENTS

In this section, we introduce the evaluation protocols and
benchmark the existing face hallucination methods and rep-
resentative SISR methods on the proposed EDFace-Celeb-
1M dataset.
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4.1 Evaluated Methods

In this benchmark study, we investigate four state-of-the-
art face hallucination methods (i.e., Deep Iterative Collab-
oration Network (DICNet) [33], Deep Iterative Collabora-
tion GAN (DICGAN) [33], Wavelet-based Super-Resolution
Network (WaveletSRNet) [29] and HiFaceGAN [65]), and
four SISR methods (i.e., EDSR [11], Holistic Attention Net-
work (HAN) [17], Residual Dense Network (RDN) [13],
and Residual Channel Attention Network (RCAN) [14]). All
methods are based on deep learning. Specifically, DICGAN
[33] is an iterative framework of recurrently estimating
landmarks and recovering high-resolution images. Wavelet
coefficients are introduced in WaveletSRNet [29] to deal
with very-low-resolution facial images. HiFaceGAN [65] is
proposed to formulate the face restoration task as a gen-
eration problem guided by semantics, and this problem is
addressed by a multi-stage framework containing several
units of collaborative suppression and replenishment. For
the SISR task, EDSR is an enhanced deep super-resolution
network containing several Resblocks. HAN is proposed in
[17] to model the correlation among different convolution
layers with a layer attention module and channel-spatial
attention module. RDN [13] is a residual dense network
to exploit the hierarchical features from both the local and
global perspectives. RCAN [14] is a deep residual channel
attention network with both short and long skip connec-
tions. Channel attention is also adopted in this network for
better performance. In summary, we select the above eight
methods for three criteria. First, these methods achieve high
values of the commonly used metrics like PSNR and SSIM.
Second, the codes of these methods are publicly available.
Third, these methods are proposed for face hallucination or
image super-resolution.

4.2

Our dataset has four different degradation settings. Each
setting corresponds to pairs of low-resolution and high-
resolution face images, which are used to train different
models. We use the code released from the original publi-
cations. For fair comparisons, the learning rate and epoch
number for all methods are set as 0.0001 and 20, respec-
tively. All models are trained using V100 GPUs. We conduct
the calculation of different metrics in the RGB space to
access the results. During the training stage, all models are
trained on the training subset and the testing subset is not
used. After training, we evaluate the models on the testing
subset.

Implementation Details

4.3 Face Super-Resolution

To evaluate the four methods on face hallucination, we
provide the quantitative results of PSNR and SSIM on the
EDFace-Celeb-1M dataset in Table 2. Based on the PSNR and
SSIM values, DICNet achieves the best performance on 4x,
4 x _BD, 4 x _DN and 8x degradation settings. RCAN
achieves the best performance on 2x. In terms of SSIM,
the best performance values on 4x, 4 x _BD, 4 x _DN,
and 8x are also obtained by WaveletSR. The Table 2 does
not provide the results of DICNet and DICGAN on X2
setting because the two methods do not work on this setting.
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TABLE 2
Performance comparison of representative methods for face hallucination on the EDFace-Celeb-1M dataset. Results are reported in terms
of both PSNR and SSIM. The highest, second highest and lowest results are highlighted in bolded, blue and red, respectively.

Scale Metrics | DICNet [33] DICGAN [33] WaveletSR [29] HiFaceGAN [65] EDSR[11] RDN[13] RCAN[14] HANJ17]
9% PSNR - - 30.60 29.68 31.23 31.39 31.42 31.41
SSIM - - 0.9119 0.8836 0.8869 0.8889 0.8892 0.8888
Ax PSNR 29.06 28.41 26.35 25.37 26.99 27.56 27.64 27.62
SSIM 0.8453 0.8261 0.8211 0.7727 0.8035 0.8153 0.8161 0.8168
4% BD PSNR 29.68 28.58 26.52 24.23 27.22 27.83 27.89 27.88
= SSIM 0.8213 0.7988 0.7940 0.7009 0.7825 0.7955 0.7969 0.7964
4x DN PSNR 27.96 27.38 25.72 22.94 26.08 26.59 26.66 26.62
- SSIM 0.8117 0.7922 0.7815 0.6856 0.7673 0.7817 0.7835 0.7851
8 PSNR 25.29 24.64 22.33 21.88 23.24 23.74 23.77 23.73
SSIM 0.7453 0.7134 0.6758 0.6408 0.6890 0.7117 0.7114 0.7114

TABLE 3

Performance comparison of representative methods for face hallucination on the EDFace-Celeb-1M dataset. Results are reported in terms
of the errors of face alignment, face parsing and identity information. The highest, second highest and lowest results are highlighted in bolded,
blue and red, respectively.

Scale Metrics DICNet [33] DICGAN [33] WaveletSR [29] HiFaceGAN [65] EDSR[11] RDN[13] RCAN[14] HANTJ[I7]

9% Alignment - - 0.0218 0.0223 0.0220 0.0219 0.0220 0.0210
Identity - - 0.9813 0.9773 0.9800 0.9811 0.9812 0.9813

A Alignment 0.0259 0.0272 0.0262 0.0295 0.0264 0.0254 0.0253 0.0250
Identity 0.8360 0.8184 0.8338 0.7875 0.8262 0.8490 0.8543 0.8527

4x BD Alignment 0.0257 0.0277 0.0258 0.0312 0.0261 0.0252 0.0250 0.0251
- Identity 0.7846 0.7726 0.7055 0.6758 0.7786 0.8045 0.8109 0.8087
ix DN Alignment 0.0289 0.0312 0.0292 0.0362 0.0298 0.0281 0.0280 0.0279
= Identity 0.7035 0.6797 0.7857 0.5344 0.6969 0.7291 0.7332 0.7302

8x Alignment 0.0366 0.040 0.0407 0.0440 0.0399 0.0353 0.0354 0.0354
Identity 0.4830 0.448 0.4305 0.3851 0.4600 0.5094 0.5116 0.5081

Figures 8, 9, 10 and 11 show the visual comparison of
different methods on the EDFace-Celeb-1M dataset.

4.4 Face Alignment

Face alignment [06] is an important task in the field of
computer vision. Apart from the PSNR and SSIM, we also
evaluate the performance of face hallucination methods via
face alignment. Specially, we first use a popularly used
alignment model from Dlib to estimate the 68 landmarks
of high-resolution face images, and the super-resolved face
images generated via different methods. Then, we use a
metric commonly employed in face alignment, Normalized
Root Mean Squared Error (NRMSE), to evaluate the error
between the landmarks from the HR (High-Resolution) and
SR (Super-Resolution) face images. A smaller NRMSE value
indicates better face alignment performance, which corre-
sponds to a better face hallucination method. We can see
from Table 3 that the best performance on 2%, 4x,4 x _BD,
4x_DN and 8x are obtained by HAN, HAN, RCAN, HAN
and RDN, respectively.

We have an interesting observation that image SR meth-
ods achieve better performance than face hallucination
methods regarding the metric of face alignment. This is
because image SR methods mainly consider to super-resolve
the LR images and ignore the adjustment of high-level
information (like landmarks). Therefore, these methods can
maintain the original landmarks better. For face hallucina-
tion methods, they usually consider the high-level informa-
tion to help update the super-resolving process, which may
cause the change of landmark.

. © 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.or%/publications/rightjs/index.html for more information.
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4.5 Face ldentity Information

Facial identity information is important during face halluci-
nation. An ideal face hallucination approach should ensure
that the ID information of HR face images and SR face im-
ages are the same. However, in the real world, it is difficult
for the face hallucination methods to generate SR results that
are the same as HR images. In this section, we use a popular
face ID information extractor [7] to extract ID information
from HR face images and SR face images generated by
different face hallucination methods. We then calculate the
cosine distance between them. The larger value indicates
that the ID information loss is less, which corresponds to a
better face hallucination method. Table 3 shows the results
of different models. We can see that the best performance on
2x,4x,4x_BD,4x _DN and 8x are obtained by HAN &
WaveletSR, RCAN, RCAN, RCAM and RCAN, respectively.

Based on results from Table 3, we can find that face
hallucination methods do not show better performance than
image SR methods regarding the metric of face identifica-
tion. We suspect that both of the two kinds methods do not
consider the loss functions about identification information
during the training stage. In the future, it may be a mean-
ingful direction for researchers to study face identification
information for the task of face hallucination. Finally, we ex-
tract similarity scores across different people’s images before
hallucination, and compare that with extracted similarity
scores across different people’s images after hallucination
(by RCAN method) and their high-resolution versions. The
Figure 6 shows the similarity.

Xplore. Restrictions apply.



This article has been accepted for publication in IEEE Transactions on Pattern Analysis and Machine Intelligence. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOl 10.1109/TPAMI.2022.3181579

geyeseyey

Fig. 5. Face hallucination results on the real-world images.. From left to right: results of bicubic, DICNet, DICGAN, WaveletSR, HiFaceGAN,

EDSR, RDN, RCAN and HAN.
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Fig. 6. An increase in similarity across different people after the
hallucination.

4.6 Comparison on the Real LR Face Images

In addition, we also show the performance of the eval-
uated methods in the case of real-world scenarios based
on our EDFace-Celeb-1M dataset. Taking a real-world low-
resolution face image from our proposed dataset, we process
it by different methods to generate SR face images, and the
results are shown in Figure 5. We can find that most of the

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE
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Fig. 7. Face hallucination results trained on different numbers of
training samples. From left to right, the columns show results of the
DICNet trained using 0.3M, 0.7M and 1.35M training samples from the
EDFace-Celeb-1M dataset.

current face hallucination methods can improve the quality
of low-resolution images.

4.7

Given that the proposed EDFace-Celeb-1M is a large-scale
public face hallucination dataset, we conduct an experimen-

Impacts of Training Samples

ermission. See https://www.ieee.or
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TABLE 4
Performance comparison of DICNet [33] trained using different
numbers of training samples from the EDFace-Celeb-1M dataset.
Results are reported in terms of PSNR and SSIM. 0.3M, 0.7M and
1.35M represent the size of training samples. The highest, second
highest and lowest results are highlighted in bolded, blue and red,
respectively.

Scale Metrics | 0.3M 0.7TM  1.35M

Ax PSNR 28.42 28.78 29.06
SSIM 0.8265 0.8362  0.8453

4x BD PSNR 28.93 29.36 29.68
= SSIM 0.8053  0.8162 0.8213

4x DN PSNR 27.23 27.68 27.96
- SSIM 0.7986  0.8073 0.8117

8x PSNR 24.63 24.95 25.29
SSIM 0.7216  0.7376  0.7453

tal study to explore the effect of the size of training samples
for face hallucination. Figure 7 and Table 4 show that models
can achieve better performance with an increasing number
of training samples.

5 DISCUSSIONS

In this section, we discuss the quality of the dataset and the
effects we have made to fairly evaluate the current methods.

5.1 The Quality of the Dataset

In summary, we provide an important dataset for the
face hallucination community. The literature currently lacks
a dataset specific to the face hallucination task and the
proposed dataset makes the reproducibility and the fair
comparison much easier for further research. To ensure the
quality of this dataset, we make several efforts. First, to
improve the quality of facial images in our dataset, we use
a face detector to obtain facial images. In addition, we also
manually remove some low-quality facial images. Second,
to improve models’ reproducibility on the dataset, we fixed
the two training and testing subsets. As a comparison,
previous methods randomly choose the two subsets. Third,
different from previous methods which only provide one or
two degraded settings, the provided dataset provides five
degraded settings. In this way, the proposed dataset can bet-
ter evaluate the performance of different face hallucination
methods. Fourth, different from previous methods which
ignore the problem of ethnicity, the proposed dataset pro-
vides a relatively balanced race composition. Fifth, different
from some previous methods which evaluate their methods
on relatively small-scale datasets, the provided dataset is
the largest publicly available face hallucination dataset. In
future, we will consider building more datasets to bene-
fit the development of face hallucination, including using
stronger face detectors to better detect faces and providing
video sequences to help learn spatio-temporal information.

5.2 Fairness

In summary, to fairly evaluate the current methods, this
paper makes some significant efforts. First, we build a large-
scale publicly available dataset and fix the training and
testing sets to conduct experiments, rather than randomly

. © 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.or%/publications/rightjs/index.html for more information.
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choose samples. Second, we use the popular metrics includ-
ing PSNR and SSIM to compare different methods. Third, to
further evaluate the current methods, we design two task-
driven ablation studies including landmark detection and
identify preservation.

6 CONCLUSIONS

In this paper, we first propose the largest publicly avail-
able face hallucination dataset with relatively balanced race
composition. It contains 1.5 million pairs of LR and HR
face images for training and testing, and 140K real-world
tiny face images for quantitative comparisons. Thanks to
the proposed EDFace-Celeb-1M dataset, the following face
hallucination can evaluate their methods on a public and
fixed division of training and testing samples, which signif-
icantly makes the comparison convenient and improves the
reliability.

In addition, given that the current face hallucination
methods are evaluated on privately synthesized datasets,
we benchmark four public available face hallucination
methods, and four SISR methods on the proposed EDFace-
Celeb-1M dataset. The proposed dataset will be made pub-
licly available to encourage the development of face hallu-
cination algorithms.
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Fig. 8. Visual results of Bl models (x8) on the EDFace-Celeb-1M dataset. From left to right: HR, results of bicubic, DICNet, DICGAN, WaveletSR,
HiFaceGAN, EDSR, RDN, RCAN and HAN. “BI” means the bicubic interpolation.

Fig. 9. Visual results of Bl models (x4) on the EDFace-Celeb-1M dataset. From left to right: HR, results of bicubic, DICNet, DICGAN, WaveletSR,
HiFaceGAN, EDSR, RDN, RCAN and HAN. “Bl” means the bicubic interpolation.
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Fig. 10. Visual results of BD models (x4) on the EDFace-Celeb-1M dataset. From left to right: HR, results of bicubic, DICNet DICGAN,
WaveletSR, HiFaceGAN, EDSR, RDN, RCAN and HAN. “BD” means that the blur artifact is applied prior to the downsampling operation.
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Fig. 11. Visual results of DN models (x4) on the EDFace-Celeb-1M dataset. From left to right: HR, results of bicubic, DICNet, DICGAN,
WaveletSR, HiFaceGAN, EDSR, RDN, RCAN and HAN. “DN” means that Gaussian noise is added to the LR images after the downsampling
operation.
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