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Abstract

Deep face recognition has achieved remarkable im-

provements due to the introduction of margin-based soft-

max loss, in which the prototype stored in the last linear

layer represents the center of each class. In these methods,

training samples are enforced to be close to positive pro-

totypes and far apart from negative prototypes by a clear

margin. However, we argue that prototype learning only

employs sample-to-prototype comparisons without consid-

ering sample-to-sample comparisons during training and

the low loss value gives us an illusion of perfect feature

embedding, impeding the further exploration of SGD. To

this end, we propose Variational Prototype Learning (VPL),

which represents every class as a distribution instead of a

point in the latent space. By identifying the slow feature

drift phenomenon, we directly inject memorized features

into prototypes to approximate variational prototype sam-

pling. The proposed VPL can simulate sample-to-sample

comparisons within the classification framework, encour-

aging the SGD solver to be more exploratory, while boost-

ing performance. Moreover, VPL is conceptually simple,

easy to implement, computationally efficient and memory

saving. We present extensive experimental results on pop-

ular benchmarks, which demonstrate the superiority of the

proposed VPL method over the state-of-the-art competitors.

1. Introduction

Recent state-of-the-art face recognition methods [35, 28,

45, 8, 41, 19] mainly focus on employing margin penalty

to enhance the discriminative feature embedding. The pi-

oneering work [35] uses the Triplet loss to enforce faces

from the same class to be closer than faces from different

classes, by a clear margin in the Euclidean space. However,
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(a) Prototype Learning (b) Variational Prototype Learning

Figure 1: Difference between the Prototype Learning (PL) and

the proposed Variational Prototype Learning (VPL). The prototype

learning (e.g. softmax loss) employs sample-to-prototype compar-

isons and represents every class as a point in the latent space. By

contrast, the proposed VPL represents every class as a distribu-

tion in order to simulate sample-to-sample comparison within the

classification framework.

the sample-to-sample comparisons in the Triplet loss are

constrained to the local mini-batch, and therefore sophis-

ticated mining strategies are required to choose an infor-

mative mini-batch [34, 35] and select representative triplets

within the mini-batch [52, 33, 40]. On large-scale datasets

[31, 13], there is a combinatorial explosion in the num-

ber of triplets, which results in an immensely complicated

mining step. To this end, margin-based softmax meth-

ods [28, 5, 45, 43, 8, 41, 19] introduce a margin penalty

into the prototype learning and conduct global comparisons

between training samples and class-wise prototypes. The

sample-to-prototype comparison is more efficient and stable

than the sample-to-sample comparison, as (a) the prototype

number is much smaller than the sample number, and (b)

both the class-wise prototype and the embedding network

are optimized in every iteration during training. In that man-

ner, the prototypes try to memorize positive features and

forget negative features, while the embedding features try

to get close to positive prototypes and keep far apart from

negative prototypes.
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Even though the margin-based softmax methods show

great efficiency, stability and capability in face recognition,

each class is only represented by one point in the latent

space, bearing no variation information, as shown in Fig.

1(a). There exists abundant literature on modeling the faces

as subspaces [42, 3, 48, 7], manifolds [17, 20] or probabilis-

tic distributions [37, 1] in the feature space. In these works,

each class is represented by a group of discrete points or a

continuous distribution in the latent space, instead of one

point. In fact, representing each class by one point as in the

prototype learning can sometimes lead to model degener-

ation. In real-world applications, the face training data in-

herently follows an unbalanced distribution [56, 59, 61, 11],

where some identities have plenty of samples, while other

identities only contain very few samples. In Sec. 4.2, our

derivative analysis indicates that the prototype is learned by

continually absorbing positive sample features and elimi-

nating negative sample features. When data becomes shal-

low, there are limited intra-class variations and the proto-

type vector can easily remember all samples within one

class [11]. For instance, consider one training identity with

only two facial images and the corresponding deep features

x1 and x2. If the prototype can learn to remember the cen-

troid (x1 + x2)/2, regardless of the degree of similarity be-

tween x1 and x2, the sample-to-prototype similarities can

be very high. Therefore, the single point representation of

the prototype can sometimes hinder the further exploration

of the SGD solver, and thus the model may converge at sub-

optimal local-minima.

To deal with the aforementioned model degeneration, re-

cent methods attempt to either improve the margin values

for the tail classes [27] or recall the benefit from sample-

to-sample comparisons [61, 11]. AdaptiveFace [27] pro-

poses adaptive margins for rich and poor classes. CVC

[61] employs sample features to initialize the prototypes.

SST [11] employs the semi-Siamese networks and con-

structs a dynamic queue with gallery features to replace

original prototypes. However, each method introduces

significant trade-offs. The margin average loss proposed

in [27] only enforces the margin values to increase for

all classes, which can lead to over-fitting on the training

data. The classification-verification-classification strategy

proposed in [61] is not an end-to-end solution, and its step-

wise fine-tuning is arduous. The Semi-Siamese networks

proposed in [11] employ a probe-set network to embed the

probe features and another gallery-set network to update

prototypes by gallery features, which results in additional

memory consumption. Finally, CVC [61] and SST [11]

are only designed to tackle the bisample problem instead

of handling general deep face recognition.

In this paper, we first identify the limitations of pro-

totype learning, which represents each class as a point in

the latent space and employs sample-to-prototype compar-

isons during training without considering class-wise vari-

ations. This single point approximation of class represen-

tation facilitates the network training but also impedes the

further exploration of SGD. To this end, we propose the

Variational Prototype Learning (VPL) which represents ev-

ery class as a distribution instead of a point in the latent

space, as illustrated in Fig. 1(b). Based on the observation

of slow feature drift phenomenon after the early phase of

training, we directly inject memorized features from recent

mini-batches into the corresponding prototypes to approx-

imate variational prototype sampling. The proposed VPL

can easily simulate sample-to-sample comparisons within

the classification framework, encouraging the SGD solver

to be more exploratory and boosting performance consider-

ably.

To summarize, our key contributions are:

• We point out the limitations of the prototype learning

and propose a novel Variational Prototype Learning

(VPL) method which represents each class as a dis-

tribution instead of a point in the latent space.

• Based on the observation of slow feature drift, we de-

sign a computationally efficient and memory-saving

way for the variational prototype sampling, that is, in-

jecting memorized features into the corresponding pro-

totypes. In our VPL, both sample-to-prototype com-

parisons and sample-to-sample comparisons are ex-

ploited.

• The proposed VPL is a plug-and-play module, provid-

ing an orthogonal improvement to recent margin-based

or mining-based softmax methods. Extensive experi-

mental results on popular benchmarks demonstrate the

superiority of our VPL over the state-of-the-art com-

petitors in deep face recognition.

2. Related Work

Variational Face Encoding: Most recent face recognition

methods [28, 45, 8, 19, 41] enforce intra-class compactness

as well as inter-class separability through comparing sam-

ple features with class-wise prototypes. Both the face im-

age and the class-wise prototype are represented as a deter-

ministic point in the latent space. Probabilistic Face Em-

beddings (PFE) [38] and Data Uncertainty Learning (DUL)

[4] consider data uncertainty for face recognition by map-

ping each sample as a Gaussian distribution [26], instead of

a fixed point, in the latent space. More specifically, PFE

and DUL employ parallel FC branches to simultaneously

estimate the embedded feature (mean) and the uncertainty

(variance), predicting small variance for high-quality sam-

ples but large variance for ambiguous or noisy ones. The

uncertainty modeling in PFE and DUL is designed for a

single face image. By contrast, the proposed VPL focuses

on the distribution representation for the class-wise proto-

type. As we represent each class as a distribution in the
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latent space, training samples are compared with the vari-

ational prototype representing each class, bringing sample-

to-sample comparisons within the classification framework.

Feature Memory Bank: The non-parametric memory

module paradigm has shown power in various vision tasks,

including few-shot learning [53], unsupervised learning

[54, 15], domain adaptation [60], metric learning [49] and

face embedding [25]. MOCO [15] builds a dynamic queue

from preceding mini-batches to construct a rich set of neg-

ative samples for unsupervised learning and a momentum

update is designed to slowly update the encoder to en-

sure the consistency between different iterations. Broad-

Face [25] maintains a large queue to store a vast num-

ber of embedding vectors accumulated over past iterations,

in order to increase the batch size. To deal with feature

drift, a compensation method is proposed in BroadFace

to reduce the expected error between the current and en-

queued embedding vectors, by employing the difference of

the identity-representative prototypes of current and past it-

erations. XBM [49] memorizes the embeddings of past iter-

ations, allowing the model to collect sufficient hard negative

pairs across multiple mini-batches for deep metric learn-

ing. As the feature drifts slowly after the early phase of

training, XBM directly utilizes these cross-batch embed-

dings for training without a momentum update [15] or a

compensation [25]. In MOCO, BroadFace and XBM, fea-

tures from preceding iterations are directly employed for

intra-class or inter-class comparisons. In contrast, we di-

rectly inject memorized features into prototypes to approx-

imate variational prototype sampling. The proposed VPL

can be directly integrated into the existing prototype learn-

ing framework (e.g. margin-based or mining-based softmax

methods), as a plug-and-play module with a negligible con-

sumption of GPU memory and a rounding cost of extra

computation.

3. Limitations of Prototype Learning

In Circle Loss [41], learning with class-level labels and

pair-wise labels are unified into one paradigm. Given class-

level labels, the classification loss (e.g. softmax loss) op-

timizes the similarity between training samples and class-

wise prototypes, maximizing the intra-class similarity as

well as minimizing the inter-class similarity. By contrast,

the pair-wise loss (e.g. Triplet [35]) directly optimizes the

similarity between positive and negative sample pairs in the

feature space without any prototype. Below, we compare

similarities and differences of the softmax loss and the tu-

plet loss [40].

The most widely used classification loss function, soft-

max loss, is presented as follows:

Lsoftmax = − log
eW

T
yi

xi

eW
T
yi

xi +
∑N

j=1,j 6=yi
eW

T
j
xi

, (1)

(a) x1, x2 and W (b) Similarity Range of xT

1
x2

Figure 2: Given the sample-to-prototype similarities (WT
x1 and

W
T
x2), the sample-to-sample similarity x

T

1 x2 can vary greatly.

(a) Examples (b) Similarity Distribution

Figure 3: Limitations of the prototype learning. (a) High sample-

to-prototype similarities can be easily achieved, but there remain

low sample-to-sample similarities. (b) Sample-to-sample similar-

ities obviously lag behind sample-to-prototype similarities.

where Wj ∈ R
d denotes the j-th column of class-wise pro-

totype W ∈ R
d×N , d is the feature dimension, N is the

class number, and xi ∈ R
d denotes the feature of the i-

th sample, belonging to the yi-th class. For the pair-wise

loss, we consider an (N+1)-tuplet [40] of embedding fea-

tures {xi, xyi
, x1, · · · , xN−1}: xyi

is from a positive sam-

ple to xi and {xj}
N−1
j=1 are from negative samples. The

(N+1)-tuplet is defined as follows:

Ltuplet = − log
ex

T
yi

xi

ex
T
yi

xi +
∑N−1

j=1 ex
T
j
xi

. (2)

When N = 2, the (2+1)-tuplet loss highly resembles the

triplet loss [35] as there is only one negative sample for

each positive pair. Furthermore, the tuplet loss employs

the “
∑

exp(·)” operation for “soft” mining among samples,

while the triplet loss utilizes canonical hard mining [41].

Eq. 2 is similar to Eq. 1 when the positive sample xT
yi

is

viewed as the positive prototype WT
yi

and the negative sam-

ple xT
j is viewed as the negative prototype WT

j . However,

the prototype of the classification loss only represents the

center point of each class [8], carrying no intra-class varia-

tion. In contrast, the comparison between samples contains

real-time feature variations from the embedding network.

As shown in Fig. 2(a), x1 and x2 are embedding fea-

tures belonging to the same class and the corresponding

prototype is W . Based on ℓ2 normalization, both features

and prototypes are distributed on a hyper-spherical embed-

ding space. When the sample-to-prototype angle is fixed,
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Figure 4: Variational Prototype Learning (VPL) for deep face recognition. In the forward process, embedding features x ∈ R
d×B are

compared with variational prototypes W̃ ∈ R
d×N , which are generated by combining prototypes W ∈ R

d×N and memorized sample

features M ∈ R
d×N . In the backward process, the gradient on features is affected by the variational prototypes, thus the embedding

network can learn an improved fitting on the training data. After each iteration, the feature memory bank is updated by the new embedding

features and the oldest features over ∆t are set as invalid.

the feature is still free to move along an arc on the hyper-

sphere. In Fig. 2(b), we draw the of the upper bound and

lower bound of xT
1 x2, given WTx1 and WTx2. Consider-

ing that the similarity between samples ranges from around

0 (orthogonal faces from different subjects) to 1 (same sub-

ject), we only show the lower bound above 0 and draw the

contour lines at 0.2, 0.4, 0.6 and 0.8. Intuitively, the sample-

to-sample similarity can not be guaranteed if the sample-to-

prototype similarities are not high enough.

To further confirm the above geometric analysis, we ran-

domly select one class from our training data (i.e. MS1M

[13]) and visualize the sample-to-prototype and sample-to-

sample similarities in Fig. 3(a). Here, we employ the Arc-

Face model [8], which is comparable to state-of-the-art face

recognition methods. Even though the overall sample-to-

prototype similarities are high, there exist low similarities

between genuine pairs. In Fig. 3(b), we show the similarity

distributions of all sample-to-prototype pairs and positive

sample-to-sample pairs from our training data. It is appar-

ent that (a) sample-to-prototype pairs are much less than

sample-to-sample pairs, and (b) sample-to-sample similar-

ities are much lower than sample-to-prototype similarities.

For the open-set face recognition, the prototypes of training

classes are discarded during testing. Nevertheless, the pro-

totype of each class is optimized to adapt to the imperfect

feature embedding during training, resulting in a miscon-

ception of well-fitting and impeding the further optimiza-

tion of the embedding network.

4. Variational Prototype Learning

To address the aforementioned limitations of the proto-

type learning, we propose a Variational Prototype Learning

(VPL) method. VPL optimizes the similarity between train-

ing samples and a set of variational prototypes:

LV PL = − log
eW̃

T
yi

xi

eW̃
T
yi

xi +
∑N

j=1,j 6=yi
eW̃

T
j
xi

, (3)

(a) Feature Drift (b) Prototype Drift

Figure 5: Slow drift phenomena observed in features and proto-

types. After one epoch, the features drift within a relatively small

cosine variance even under a large interval (e.g. ∆t = 2000).

where the variational prototype W̃j is sampled from the

class-wise distribution.

4.1. Variational Prototype

Feature consistency across mini-batches: The embed-

ding features of past mini-batches are considered drifted

[25] as the model parameters are continuously changing

throughout the training process. Such out-of-date features

are usually discarded or compensated [25], but we find

that the drifting speed of the embedding features is very

slow after a short time of training (e.g. one epoch). To

observe the speed of feature drifting, we randomly sam-

ple one instance per class to construct a fixed sample set

and then train ResNet50 on MS1M [10] from scratch with

the ArcFace loss [8]. For a step interval ∆t, the feature

drift is calculated by 1
N

∑N
i=1 x

T
i,txi,t+∆t. Similarly, we

also compute the prototype drift over all classes through
1
N

∑N
j=1 W

T
j,tWj,t+∆t. As shown in Fig. 5(a), the features

change drastically at the early phase but become relatively

stable after one epoch. Even though the network param-

eters are changing in every step, the feature drift is small

(∼ 0.87) even under large step intervals (e.g. ∆t = 2000).

By contrast, there is an accumulative drift phenomenon on

the prototypes (in Fig. 5(b)) when the step interval increases

from 50 to 2000. After the learning rate decreases from 0.1

11909



to 0.01 at ten epochs, the drift on both features and proto-

types gets extremely slow.

Feature injection into the prototype: The slow drift on

features indicates that the past embedding features within a

certain number of steps can be approximately viewed as the

output of the current network. As these historical features

need no additional computation and carry the variation in-

formation of each class, we employ a memory bank to store

them. At an early stage, the feature drift is relatively large,

therefore, we train the networks for several epochs, until

the features are stable across hundred of steps. Then, we

create an empty memory bank M ∈ R
d×N and a life in-

dicator T ∈ R
1×N . When the face feature {xi, yi} from

the mini-batch is assigned to Myi
, the corresponding life

indicator Tyi
is refreshed to ∆t. After each training step,

we set Tyi
= Tyi

− 1. We define a feature injection ratio

as 1
N

∑N
j=1 1{Tj > 0}, where 1(·) is the indicator function

which is 1 when the statement is true and 0 otherwise. Judg-

ing from the life indicator, we can select valid features from

the memory bank. Then, these features are injected into the

prototypes for the variational prototype learning. Formally,

the variational prototype can be formulated as below:

W̃j ≈ (1− 1{Tj > 0}λ)Wj + 1{Tj > 0}λMj

≈ λ1Wj + λ2Mj ,
(4)

where λ is the hyper-parameter controlling the weight of

injected features. We abbreviate the weights on prototypes

and injected features as λ1 and λ2, respectively. In VPL,

each training sample is compared with a linear combina-

tion of all prototypes and valid features stored in the mem-

ory bank, simultaneously enabling sample-to-prototype and

sample-to-sample comparisons during training.

4.2. Derivative Analysis

For the prototype learning, the derivatives to a class-wise

prototype Wj ∈ R
d and a sample feature xi ∈ R

d are:

∂LPL

∂xi

=

N∑

j=1

(pij − 1{yi == j})Wj ,

∂LPL

∂Wj

=

B∑

i=1

(pij − 1{yi == j})xi, (5)

with pij =
eW

T
j xi

∑N
k=1 e

WT
k
xi

,

where N is the class number, B is the batch size, and pij
is the similarity between the sample xi and the prototype

Wj . After the derivatives are calculated, the prototype is

updated by Wj = Wj − η ∂LPL

∂Wj
, where η is the learning

rate. The derivatives of xi will be back-propagated to up-

date parameters of the whole network. In Eq. 5, the deriva-

tive of the sample feature is a “weighted sum” over the pro-

totypes of all classes and the derivative of prototype is a

“weighted sum” over sample features within the mini-batch.

From the view of features, the network will be updated to-

wards a direction that is close to the ground-truth prototype

(+η(1− pij)Wyi
) and far apart from inter-class prototypes

(−ηpijWj). From the view of prototypes, the prototype Wj

belonging to j-th class will be updated towards a direction

that is close to features of j-th class (+η(1 − pij)xyi==j)

and far apart from features of other classes (−ηpijxyi 6=j).

Therefore, both the feature embedding network and the pro-

totype are optimized through adding intra-class signals and

removing inter-class signals weighted by the similarity pij .

For margin-based softmax loss [45, 43], the target logit is

intentionally decreased by a constant margin. Therefore, no

matter how close the sample is to the corresponding proto-

type, there will still be feature signals added into the corre-

sponding prototype. Therefore, the prototype is nearly syn-

chronized with the embedding feature center, as observed in

the experiments of ArcFace [8].

For the proposed VPL, the sample feature xi is compared

with the variational prototype W̃j , which is a linear combi-

nation of the prototype Wj and the memorized sample fea-

ture Mj . As illustrated in Fig. 4, both sample-to-prototype

and sample-to-sample comparisons are included in the for-

ward process when computing the probability pij . Further-

more, the derivatives of a sample feature xi ∈ R
d and a

class-wise prototype Wj ∈ R
d are:

∂LV PL

∂xi

=

N∑

j=1

(pij − 1{yi == j})( λ1Wj︸ ︷︷ ︸
Prototype

+ λ2Mj︸ ︷︷ ︸
Sample

),

∂LV PL

∂Wj

= λ1

B∑

i=1

(pij − 1{yi == j})xi,

(6)

where the derivatives of the current sample feature are af-

fected by both the prototype and the sample feature saved

in the memory bank, while the derivatives of the prototype

remains as before except for an additional weight. In the

proposed VPL, Wj still represents the class center and the

sample-to-sample comparisons mainly enforce the embed-

ding network to be more discriminative.

4.3. VPLArcFace

As Eq. 3 follows the standard softmax formulation, VPL

can be easily adopted to margin-based or mining-based soft-

max methods (e.g. SphereFace [28], CosFace [45, 43], Ar-

cFace [8], AdaptiveFace [27], Circle-Loss [41] and Curric-

ularFace [19]) to orthogonally enhance discriminative fea-

ture embedding. Based on ℓ2 normalization on both features

and variational prototypes, W̃T
j xi =

∥∥∥W̃j

∥∥∥ ‖xi‖ cos θ̃j =

cos θ̃j . For instance, the VPL-ArcFace loss can be formu-

11910



(a) Normalized Target Logit (b) Intra-class Similarities

Figure 6: Comparisons between ArcFace and VPL-ArcFace. (a)

The normalized target logit is slightly lower due to sample-to-

sample comparisons. (b) Intra-class sample-to-sample similarities

can be significantly increased, indicating a better model fitting on

the training data.

lated as below:

LV PL−Arc = − log
es cos(θ̃yi+m)

es cos(θ̃yi+m) +
∑N

j=1,j 6=yi
es cos θ̃j

,

(7)

where θ̃j is the angle between the feature xi and the varia-

tional prototype W̃j , m is the additive angular margin set as

0.5, and s is the feature re-scale parameter set as 64.

As shown in Fig. 6(a), the normalized target logit of the

proposed VPL is slightly lower than that of PL due to the

existence of sample-to-sample comparisons. The lower nor-

malized target logit directly contributes to the higher loss

by the operation of −log(·). Therefore, VPL can encourage

the SGD solver to be more exploratory and further bring

continuous gradient propagation so as to find a better local-

minima. Even though both of VPL and ArcFace decrease

the normalized target logit, VPL is an orthogonal improve-

ment to ArcFace. As we point out in Sec. 3, high sample-to-

prototype similarities are not sufficient conditions for high

similarities between intra-class samples. ArcFace aims at

encouraging sample-to-prototype similarities with a fixed

margin, while VPL considers sample-to-sample similarities

within classes. In Fig. 6(b), we show the distributions of

all intra-class sample-to-sample similarities on the training

data. Compared to the baseline, VPL can significantly in-

crease similarities between intra-class samples, indicating a

better learning on the training data.

5. Experiments and Results

5.1. Implementation Details

Datasets. For training, we employ the refined version of

MS1M [13, 10] as our training data, in order to conduct a

fair comparison with other methods. For testing, we exten-

sively evaluate the proposed VPL on popular benchmarks,

including LFW [18], CFP-FP [36], CPLFW [57], AgeDB

[30], CALFW [58], IJB-B [51], IJB-C [29] and MegaFace

[23]. To strictly report the performance, we employ the

pre-trained ArcFace model [8] to automatically remove the

Datasets Description #Identity #Image

MS1M [13, 10] 93K 5.1M

MS1M (-overlap) 82K 4.5M

LFW [18] Saturated 5,749 13,233

CFP-FP [36] 500 7,000

CPLFW [57]
Pose

5,749 11,652

AgeDB [30] 568 16,488

CALFW [58]
Age

5,749 12,174

IJB-B [51] 1,845 76.8K

IJB-C [29]
Image&Frame

3,531 148.8K

MegaFace [23] Large 530 1M distractor

IFRT [21] Race&Large 242K 1.6M

Table 1: Face datasets for training and testing. For strict eval-

uation, we remove the subjects that are also included in the test

dataset from our training data.

λ ∆t LFW CFP-FP AgeDB IJB-C

λ = 0 0 99.78 98.54 98.05 96.21

λ = 0.05 100 99.80 98.69 98.26 96.42

λ = 0.1 100 99.83 98.80 98.21 96.50

λ = 0.15 100 99.83 98.96 98.38 96.61

λ = 0.2 100 99.80 98.82 98.28 96.41

Table 2: Results of VPL-ArcFace models (ResNet50) trained with

different feature injection weights. TAR@FAR=1e-4 is reported

on IJB-C.

∆t Mj ratio LFW CFP-FP AgeDB IJB-C

∆t = 0 0% 99.78 98.54 98.05 96.21

∆t = 50 26.3% 99.83 98.77 98.30 96.47

∆t = 100 42.2% 99.83 98.96 98.38 96.61

∆t = 200 61.8% 99.82 98.94 98.33 96.59

∆t = 1000 94.1% 99.76 98.35 98.10 96.35

∆t = 2000 97.9% 99.70 98.21 97.97 96.22

Table 3: Results of VPL-ArcFace models (ResNet50) trained with

different feature injection ratios. The feature injection weight λ is

fixed as 0.15. TAR@FAR=1e-4 is reported on IJB-C.

overlapping identities from our training data. More specif-

ically, the feature center of each subject from our training

data is compared with identity centers of LFW [18], CFP-

FP [36], AgeDB [30], IJB-C [29], and FaceScrub [32], then

overlaps are deleted if the cosine similarity is higher than

0.7. As presented in Tab. 1, our final training data includes

4.5M images of 82K identities. To evaluate face recogni-

tion across races [47], we also test the proposed VPL on

InsightFace Recognition Test (IFRT) [21], which contains

1.6M images of 242K identities (non-celebrity) covering

four demographic groups: African, Caucasian, Indian and

Asian [55, 12, 47, 46]. For each demographic group, all

pairs between gallery and probe sets are used for the 1:1

face verification.
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Base Model Diff LFW CFP-FP AgeDB IJB-C

PL 99.48 96.99 95.70 91.32
Softmax-Norm

VPL 99.65 97.56 96.23 92.54

PL 99.80 98.51 97.96 96.18
CosFace [45]

VPL 99.81 98.81 98.24 96.52

PL 99.78 98.54 98.05 96.21
ArcFace [8]

VPL 99.83 98.96 98.38 96.61

PL 99.80 98.62 98.08 96.28
AdaptiveFace [27]

VPL 99.83 98.98 98.36 96.62

PL 99.80 98.58 98.10 96.30
CurricularFace [19]

VPL 99.83 99.01 98.38 96.65

Table 4: Orthogonal improvements to existing margin-based

and mining-based softmax methods by using the proposed VPL

(ResNet50).

Models African Caucasian Indian Asian All

ArcFace 76.22 86.20 84.24 37.27 70.99

VPL-ArcFace 76.60 86.58 84.57 41.10 73.91

VPL on Asian 76.47 86.33 84.49 39.85 72.49

DBM [2] 76.45 85.94 84.01 38.82 71.71

VPL on Tail 76.58 86.30 84.35 40.48 72.78

AdaptiveFace [27] 75.91 86.22 83.69 38.97 71.46

Table 5: The 1:1 verification accuracy (%) of the proposed VPL

(ResNet50) on IFRT. “Asian” and “Tail” refer to the variational

prototype is only applied to the Asian group and the long-tail

data. TAR@FAR=1e-6 is reported on each demographic group.

([MS1M, ResNet50, Loss*]).

Experimental settings. For data prepossessing, we fol-

low ArcFace [8] to generate the normalized face crops

(112 × 112) by utilizing five facial points [9]. For the em-

bedding network, we use the most widely used CNN archi-

tectures, ResNet50 and ResNet100 [16, 14], as in [8]. All

experiments in this paper are implemented using MXNet

[6]. The batch size is set to 512 and models are trained

on eight NVIDIA Tesla P40 (24GB) GPUs. We employ

the SGD optimizer and the learning rate starts from 0.1.

We decrease the learning rate by 0.1× at 10, 16, and 22

epochs, and stop at 24 epochs for all models. Memory fea-

ture injection starts from the 4th epoch, as the early phase

of training is finished and sample features are relatively sta-

ble afterwards. The proposed memory module only con-

sumes ∼ 22MB extra memory per GPU. Compared to Ar-

cFace, the training speed of VPL slightly decreases from

1255 samples/second to 1252 samples/second. Therefore,

both the extra memory and computation cost of the pro-

posed VPL is negligible. To be aligned with previous work,

all hyper-parameters are set by referring to the original pa-

pers [45, 8, 27, 19, 2]. For the model inference, we extract

the 512-D embedding feature for each normalized face crop

and employ cosine distance as the metric. To get the em-

bedding features for templates (e.g. IJB-B and IJB-C), we

simply calculate the feature center of all face images be-

longing to the template.

5.2. Ablation Study

Impact of the hyper-parameters λ and ∆t: We first fix

the accumulated iteration number as 100 and investigate the

feature injection weight (λ in Eq. 4). In Tab. 2, we gradually

increase the feature injection weight. Even though the orig-

inal prototype plays the dominant role during training, the

slight feature injection can significantly improve the perfor-

mance. As λ = 0.15 achieves the best balance, we fix it for

the following experiments. We further investigate the effect

of ∆t, which determines the maximum number of embed-

ding features accumulated over past iterations and controls

the feature injection ratio. As illustrated in Tab. 3, the TAR

on IJB-C increases steadily from 96.21% to 96.61%, when

the accumulated iterations increase from 0 to 100. Then, the

performance can be maintained around 96.6% even though

∆t is doubled. Without any compensation [25], there is

only a slight performance degradation when ∆t increases

to 1000 and 2000, indicating the feature drift is extremely

slow after the early phase of training. In the following ex-

periments, we set ∆t = 100 for training on MS1M, with

the feature injection ratio being around 40%.

Orthogonal improvement to existing methods: Since

the proposed VPL works by introducing sample-to-sample

comparisons into prototype learning, we want to evaluate

how it works with different loss functions. In particu-

lar, we implement the following state-of-the-art loss func-

tions: Softmax loss with feature and prototype normaliza-

tion [44] (s = 64), CosFace [45] (m = 0.35), ArcFace [8]

(m = 0.5), AdaptiveFace [27] (m = 0.4 and λ = 70),

and CurricularFace [19] (α = 0.99). As shown in Tab. 4,

the proposed VPL improves the discriminative feature em-

bedding in all cases, indicating that VPL is orthogonal to

existing margin-based and mining-based softmax losses.

Analysis of the improvement: As illustrated in Tab. 5,

VPL significantly improves the performance of ArcFace

from 70.99% to 73.91% on IFRT. More specifically, the ac-

curacy on the Asian group greatly increases by 3.83%. To

get a better understanding of the proposed VPL, we only

apply feature injection to the Asian group, whose identity

number accounts for 8.7% of the whole MS1M dataset. We

set ∆t as 100, with around 1.25% prototypes injected with

features during training. In DBM [2], it is observed that

tail domains are more sparse in the feature space, requiring

adaptive margins to up-weight the loss. Even though 1.25%
of prototypes are variational in our method, the perfor-

mance significantly improves on both the “Asian” and “All”

tracks, surpassing the DBM loss [2] (ε = 5.5) by 1.03%
and 0.78%, respectively. In addition, we also conduct ex-

periments by applying VPL to the 16.3K long-tail classes,
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Method
Verification Accuracy IJB MegaFace

LFW CFP-FP CPLFW AgeDB CALFW IJB-B IJB-C Id Ver

CosFace(0.35) [45] (CVPR18) 99.81 98.12 92.28 98.11 95.76 94.80 96.37 97.91 97.91

ArcFace(0.5) [8] (CVPR19) 99.83 98.27 92.08 98.28 95.45 94.25 96.03 98.35 98.48

AFRN [22] (ICCV19) 99.85 95.56 93.48 95.35 96.30 88.5 93.0 - -

MV-Softmax [50] (AAAI20) 99.80 98.28 92.83 97.95 96.10 93.6 95.2 97.76 97.80

GroupFace [24] (CVPR20) 99.85 98.63 93.17 98.28 96.20 94.93 96.26 98.74 98.79

CircleLoss [41] (CVPR20) 99.73 96.02 - - - - 93.95 98.50 98.73

DUL [4] (CVPR20) 99.83 98.78 - - - - 94.61 98.60 -

CurricularFace [19] (CVPR20) 99.80 98.37 93.13 98.32 96.20 94.8 96.1 98.71 98.64

URFace [39] (CVPR20) 99.78 98.64 - - - - 96.6 - -

DB [2] (CVPR20) 99.78 - 92.63 97.90 96.08 - - 96.35 96.56

Sub-center ArcFace [7](ECCV20) 99.80 98.80 - 98.31 - 94.94 96.28 98.16 98.36

BroadFace [25] (ECCV20) 99.85 98.63 93.17 98.38 96.20 94.97 96.38 98.70 98.95

SST [11](ECCV20) 99.75 95.10 88.35 97.20 94.62 - - 96.27 96.96

MS1M, R100, VPL-ArcFace 99.83 99.11 93.45 98.60 96.12 95.56 96.76 98.80 98.97

Table 6: Performance comparisons between the proposed VPL and state-of-the-art methods on various benchmarks. 1:1 verification

accuracy (%) is reported on the LFW, CFP-FP, CPLFW, AgeDB, CALFW datasets. TAR@FAR=1e-4 is reported on the IJB-B and

IJB-C datasets. Identification and verification evaluation on MegaFace using FaceScrub as the probe set. “Id” refers to the rank-1 face

identification accuracy with 1M distractors, and “Ver” refers to the face verification TAR@FPR=1e-6.

whose image number is less than 20. Once again, significant

improvement is observed when the long-tail prototypes are

variational, with a feature injection ratio of around 1.12%
during training. More specifically, VPL obtains 72.78% on

the “All” track, outperforming AdaptiveFace [27] by 1.32%.

Both the experimental results on the minority domain and

long-tail data confirm the effectiveness of the proposed VPL

on dealing with real-world unbalanced data.

5.3. Benchmark Results

To compare with recent state-of-the-art competitors,

we train VPL-ArcFace models on MS1M [13, 10] with

ResNet100 and test on various benchmarks, including LFW

[18] for unconstrained face verification, CFP-FP [36] and

CPLFW [57] for large pose variations, AgeDB [30] and

CALFW [58] for age variations, IJB-B [51] and IJB-C

[29] for mixed-media (image and video) face verification,

and MegaFace [23] for identification and verification un-

der million-scale distractors. As reported in Tab. 6, the

proposed method achieves comparable result (i.e. 99.83%)

with the competitors (e.g. AFRN [22], GroupFace [24] and

BroadFace [25]) on LFW where the performance is al-

most saturated. For pose-invariant and age-invariant face

recognition, our method achieves 99.11% on CFP-FP and

98.60% on AgeDB, outperforming all of the other state-

of-the-art methods. Even though our method is not de-

signed for set-based face recognition, VPL-ArcFace obtains

95.56% TAR on IJB-B and 96.76% TAR on IJB-C when

FAR is set as 1e-4, showing superiority over the baselines

and indicating that variational prototype learning can en-

hance the discriminative feature embedding as a generic ap-

proach. On MegaFace, we employ the ArcFace testing pro-

tocol, which manually refines both the probe and gallery set

for the correct evaluation. Compared to the recent strong

competitors (e.g. CurricularFace [19] and BroadFace [25]),

the proposed VPL exhibits better performance again under

both scenarios, achieving identification accuracy of 98.80%
and verification accuracy of 98.97%. Both our method and

SST [11] help to improve model training on long-tail data,

but our method clearly outperforms SST by 2.53% on the

MegaFace identification track, demonstrating the effective-

ness of feature injection into the prototype learning. Even

more, our method only needs to train one network instead

of a pair of Semi-Siamese networks, as in SST.

6. Conclusions

In this work, we argue that existing prototype learn-

ing methods only employ sample-to-prototype comparisons

without considering sample-to-sample comparisons during

training, which impedes the SGD solver to find a better

local-minimum. To this end, we propose the Variational

Prototype Learning (VPL) which represents every class as a

distribution, instead of a point in the latent space. Based on

the observation of the slow feature drift phenomenon, we

directly inject memorized features into prototypes to simu-

late variational prototype sampling. Without bells and whis-

tles, the proposed VPL can be directly integrated into ex-

isting margin-based or mining-base softmax methods, and

orthogonally improve the performance of deep face recog-

nition. Extensive evaluation results on popular benchmarks

demonstrate the superiority of the proposed VPL over the

state-of-the-art competitors.
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