
IEEE SIGNAL PROCESSING MAGAZINE   [173]   NOVEMBER 2009

[social SCIENCES]

 Digital Object Identifier 10.1109/MSP.2009.934186

1053-5888/09/$26.00©2009IEEE

Implicit Human-Centered Tagging

T agging is the annotation of 
multimedia data with user-
specified keywords known as 
tags, with the aim of facili-
tating fast and accurate data 

retrieval based on these tags. In contrast 
to this process, also referred to as explicit 
tagging, implicit human-centered tag-
ging (IHCT) refers to exploiting the 
information on user�s nonverbal reac-
tions (e.g., facial expressions like smiles 
or head gestures like shakes) to multi-
media data, with which he or she inter-
acts, to assign new or improve the 
existing tags associated with the target 
data. Thus, implicit tagging allows that a 
data item gets tagged each time a user 
interacts with it based on the reactions 
of the user to the data (e.g., laughter 
when seeing a funny video), in contrast 
to explicit tagging paradigm in which a 
data item gets tagged only if a user is 
requested (or chooses) to associate tags 
with it. As nonverbal reactions to 
observed multimedia are displayed natu-
rally and spontaneously, no purposeful 
explicit action (effort) is required from 
the user; hence, the resulting tagging 
process is said to be �implicit� and 
�human centered� (in contrast to being 
dictated by computer and being �com-
puter-centered�). 

Tags obtained through IHCT are 
expected to be more robust than tags 
associated with the data explicitly, at 
least in terms of generality and statisti-
cal reliability. To wit, a number of 
human behaviors are universally dis-
played and perceived, e.g., basic emo-
tions like happiness, disgust, and fear, 
and these could be associated to IHCT 
tags such as �funny� and �horror,� which 
would make sense to everybody (gener-

ality) and would be sufficiently repre-
sented (statistical reliability). 

EXPLICIT TAGGING
Tagging has emerged in the last years 
in social media sites where the users 
are not only passive consumers of data, 
but active participants in the process of 
creating, diffusing, sharing, and assess-
ing the data delivered through Internet 
Web sites [7]. These sites allow users to 
assign keywords (explicit tags) to the 
data that are then used for indexing 
and retrieval purposes. Tagging repre-
sents a major novelty with respect to 
previous data retrieval approaches 
because, for the first time, the indexing 
stage (i.e., the representation of the 
data in terms suitable for the retrieval 
process) is not computer centered, that 
is, performed through a fully automatic 
process driven solely by technological 
criteria, but human centered, that is, 
performed through a collaborative 
effort of millions of users following the 
natural modes of social data sharing 
over the network [1]. 

However, in contrast to widely ex-
pected results, data-retrieval approaches 
based on user-specified tags proved to 
be rather inaccurate in practice. The 
reason is that, when tagging, people are 
not driven by the aim of making re-
trieval systems work well but by individ-

ual interpretation of the content, 
personal and social needs, and some-
times asocial behavior. In turn, this re-
sults in the following:

Egoistic tagging � : When users are 
driven by personal needs or by indi-
vidual interpretation of the content, 
rather than by factual description of 
the content, they tend to use tags that 
are meaningless to other users (for 
examples, see Figure 1). These tags 
will aid erroneous retrieval or will 
never appear in queries of other users 
and are, therefore, useless from a data 
retrieval point of view.

Reputation-driven tagging � : When 
users are motivated by �social� goals 
like reputation, they tag large 
amounts of data to increase their rep-
utation in the online communities 
formed around social networking 
sites. Hence, as a result, their tags end 
up having a disproportionate influ-
ence on the retrieval process. More 
specifically, as the occurrences of tags 
follow Zipf-like laws, a tag appearing a 
few tens of times ends up having a 
large weight in any statistical retrieval 
approach due to the fact that most of 
the tags occur less than half a dozen 
of times in total.

Asocial tagging � : When users aim to 
put forward certain messages, they 
may tag large amounts of data with 
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[FIG1] Tagging driven by personal needs or by individual interpretation of the content.
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the target messages, which do not 
have anything to do with content of 
the data (e.g., users may tag the data 
with their name in order to get 
known, or with a certain parole like 
�666� or �anarchy!�).

IMPLICIT TAGGING
Implicitly extracting effective tags, such 
that they aid accurate data retrieval and 
are based on spontaneous (non elicited) 
nonverbal reactions of the user inter-
acting with the target multimedia data 
(for examples of such reactions, see 
Figure 2), is the core idea of IHCT. 
Such tags could replace or complement 
the explicit tags that were associated 
with the data to limit the effect of the 
above listed problems. More specifical-
ly, implicit tagging could be used for 
the following purposes:

Assessing the correctness of explicit  �

tags: Users retrieve data based on their 
queries that are then matched against 
explicit tags associated with the data. 
Reactions like surprise and disappoint-
ment when presented with the retriev-
al results might mean that the tags 
associated with the data are incorrect, 
resulting in an inaccurate retrieval 
(e.g., something gruesome is tagged 
as funny). Associating an implicit tag 
indicating likelihood that the associat-
ed explicit tag is incorrect could facili-
tate lower ranking of the target datum 
next time when the same query is pre-
sented to the system.

Assigning new explicit tags � : The 
user�s nonverbal reactions to multi-
media data might provide information 

about the content of the data in ques-
tion. If the user laughs, the data can 
be tagged as funny, if the user shows 
disgust or revulsion, the data can be 
tagged as horror, etc.

User profiling � : The user�s behavior 
and reactions to multimedia data 
might reveal specific needs and atti-
tudes of each user. For example, if the 
user squints each time the data from 
a specific Web site/data pool is 
retrieved, this might be a sign that 
the user has difficulties in viewing the 
data, which may result in flagging the 
data source as being less favorable for 
this user. Thus, an implicit tag could 
be associated with this data indicating 
that the user in question favors less 
this particular Web site, facilitating 
lower ranking of the target data next 
time when the system presents the 
results to this particular user.
Implicit, human-behavior-based tag-

ging and retrieval systems could bring 
around a long-sought solution to flexi-
ble, general, nontiresome, and statisti-
cally reliable multimedia tagging and 
retrieval. To the best of our knowledge 
and in spite of recognized need for such 
systems [4], only few efforts have been 
made so far to include the observed 
user�s reactions and behavior into the 
retrieval loop (e.g., [6]). Two main prob-
lems impeding the progress in this field 
are: i) that automatic analysis of human 
spontaneous reactions and behavior in 
front of the computer is far from being a 
trivial task and ii) that a proper inclusion 
of implicit tags in the data tagging and 
retrieval loop is yet to be investigated.

HUMAN BEHAVIOR IN HUMAN-
COMPUTER INTERACTION
Research on the border between 
human-computer interaction (HCI) and 
psychology emphasizes the phenome-
non called �media equation,� [11]�peo-
ple react to multimedia data (images, 
videos, audio clips) in the same way as 
they react to real objects and they inter-
act and behave in front of a computer in 
the same way as they would interact 
with another person (except of speak-
ing, which is less frequent in human-
computer interaction, if present at all, 
due to the current computers� inability 
to maintain lively and intelligent spo-
ken dialogue for extensive periods of 
time). Hence, automatic analysis of the 
user�s nonverbal behavior conveyed by 
facial expressions, body gestures, and 
vocal outbursts like laughter (for exam-
ples, see Figure 2), which are our pri-
mary (and often unconscious) means to 
communicate affective, attitudinal and 
cognitive states [2], could provide valu-
able hints about the data that the user 
is currently involved with. Exactly this 
fact forms the basis of the implicit tag-
ging paradigm. 

Of course, not all human nonverbal 
behaviors are expected to be useful for 
data tagging and retrieval. Yet, behavioral 
cues revealing user�s affective states like 
amusement or revulsion, some cognitive 
processes like attention (interest) and 
boredom, and some attitudinal states like 
(dis)liking and (dis)agreement (e.g., with 
an existing explicit tag), could potentially 
be a major source of effective tags, that 
is, tags that make sense to everybody 

[FIG2] Examples of spontaneous (non elicited) nonverbal reactions when interacting with multimedia data.
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(generality) and are sufficiently repre-
sented (statistical reliability).

AUTOMATIC ANALYSIS 
OF HUMAN AFFECT
Human natural affective behavior is mul-
timodal, subtle, and complex. It is com-
municated multimodally by means of 
language, vocal intonation and vocal out-
bursts, facial expression, hand gesture, 
head movement, body movement, and 
posture [2]. Yet, the mainstream research 
on automatic human affect recognition 
has mostly focused on either facial or 
vocal expressions analysis in terms of 
seven discrete, basic emotion categories 
(neutral, happiness, sadness, surprise, 
fear, anger and disgust; see Figure 3), 
and then based on data that has been 
posed on demand or acquired in labora-
tory settings [18]. 

Research findings in psychology indi-
cate that in everyday interactions people 
exhibit nonbasic, subtle, and rather com-
plex affective and cognitive states like 
thinking, interest, or embarrassment and 
that deliberately and spontaneously dis-
played behavior have differences both in 
morphology of the display (i.e., which 
audio, visual and tactile cues have been 
displayed) and in its dynamics (i.e., which 
cue has been displayed when, how fast, 
for how long). Hence, as complex, natu-
ral displays of affective behavior are con-
veyed via tens (or possibly hundreds) of 
anatomically possible facial expressions, 
vocal outbursts, bodily gestures and 
physiological signals, a single label (or 
any small number of discrete classes) 
may not reflect the complexity of the 
affective state conveyed by such rich 
sources of information. Hence, a research 
strand in psychology advocates the use of 
dimensional description of human affect, 

where an affective state is characterized 
in terms of a small number of latent 
dimensions such as valance (the degree 
of pleasantness) and arousal (the degree 
of excitement). Accordingly, the research 
in automatic human affect analysis has 
recently started to shift towards model-
ling, analysis and interpretation of the 
subtlety, complexity and continuity of 
naturalistic (rather than acted) affective 
behavior in terms of latent dimensions, 
rather than in terms of a small number 
of discrete emotion categories [18], [5]. 
However, considering the fact that differ-
ent affective states may have similar or 
identical valence or arousal values (see 

Figure 4), it remains unclear whether the 
dimensional approach to automatic inter-
pretation of affective behavior is the best 
approach or whether automatic affect 
analyzers should attempt to recognize 
distinct, nonbasic emotion categories. 

Progress in both directions has been 
recently reported. Several efforts have 
been reported on automatic analysis of 
spontaneously displayed facial and/or 
vocal affect data either in terms of non-
basic affect categories like fatigue and 
pain [18], or in terms of latent dimen-
sions [5]. For example, Wollmer et al. 
[17], proposed a novel method for con-
tinuous vocal affect recognition in 

[FIG3] Facial expressions of basic emotions: neutral, anger, surprise, happiness, disgust, fear, and sadness.
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[FIG4] Mapping of basic emotions to valance-arousal space.
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terms of valance and arousal values. The 
method applies long short-term mem-
ory recurrent neural networks to func-
tionals of acoustic low-level descriptors, 
representing the input features 
extracted from the whole utterance to 
be classified. It achieved an average rec-
ognition rate of 87% and 94% for 
valance and arousal, respectively, when 
trained and tested on a database of 
spontaneous vocal behavior exhibited in 
a simulated human-virtual-agent inter-
action scenario. This method is a pio-
neering effort in attaining automatic 
continuous analysis of human affect in 
terms of latent dimensions [5].

Also, few studies have been reported 
on automatic analysis of spontaneously 
produced affect data from multiple non-
conventional modalities including body 
gestures and bio signals [5], and few 
studies investigated automatic, vision-
based discrimination between spontane-
ous and deliberate affective behavior [9]. 
For example, Valstar et al. [15], proposed 
an automated system for distinguishing 
acted from spontaneous smiles. They 
have shown that combining information 
from multiple visual cues (in this case, 
facial expressions, head movements, and 
shoulder  movements) outperforms sin-
gle-cue approaches to the target prob-
lem. They used the motion of facial 
components (eyes, eyebrows, and 
mouth), head, and shoulders as input to 
a classifier combining ensemble and sta-
tistical learning (more specifically, gen-
tle boost and support vector machines) 
and achieved a recognition rate of over 
93% for the target problem. The study 
clearly shows that the differences 
between spontaneous and deliberately 
displayed smiles are in the dynamics of 
shown behavior (e.g., the amount of 
head and shoulder movement, the speed 
of onset and offset of the actions, and 
the order and the timing of actions� 
occurrences) rather than in the configu-
ration of the displayed expression, which 
is in contrast to other approaches to 
automatic discrimination between spon-
taneous and acted human behavior, 
which are typically based on morpholog-
ical rather than on temporal differences 
in behavior [9].

Some of these efforts would be valu-
able for implicit tagging since recognized 
user�s affective states like amusement 
(expressed in terms of latent dimensions 
as: positive valance, high arousal), dis-
gust (expressed in terms of latent dimen-
sions as: negative valance, high arousal), 
fear (expressed in terms of latent dimen-
sions as: negative valance, neutral to 
high arousal), or surprise (expressed in 
terms of latent dimensions as: neutral 
valance, high arousal) could be used to 
assign new tags to the data with which 
the user interacts (e.g., funny, disgust-
ing, horror, etc.), as well as to reason 
about the correctness of the existing 
explicit tag associated with the data 
(user�s surprise might be an indication of 
incorrectly tagged data). Also, automatic 
analysis of whether the user shows spon-
taneous (genuine) affect or she acts it, 
could be valuable for implicit tagging as 
spontaneous smile would indicate 
amusement while acted (e.g., ironic) 
smile could be an indication of incor-
rectly tagged data. Such tags would be 
effective because they make sense to all 
and, if there were only a small number of 
these, they would be sufficiently repre-
sented to allow reliable statistical model-
ing. However, it is important to note that 
automatic analysis of naturalistic affec-
tive behavior in all its complexity and 
subtlety is just beginning to be investi-
gated [18], [5], and robust, reliable meth-
ods that could form the basis for 
inclusion of human affective behavior 
into the data tagging and retrieval loop 
are yet to be developed.

AUTOMATIC ANALYSIS OF 
COGNITIVE PROCESSES 
AND ATTITUDINAL STATES
When it comes to cognitive processes like 
attention (interest) and boredom and 
attitudinal states like (dis)liking and (dis)
agreement, very few efforts towards auto-
matic recognition of these states have 
been reported so far [16]. Arguably the 
most advanced method proposed up to 
date for detecting the level of interest is 
that by Schuller et al. [13], who applied 
support vector regression on a large 
number of features extracted from the 
audiovisual utterance to be classified 

including facial expressions, speech, 
acoustic features, and non-linguistic 
vocalisations like laughter and hesitation. 
The method applies previously reported 
techniques such as active appearance 
models for facial expression recognition 
and Bag-of-Words for linguistic analysis, 
and achieves an average recognition rate 
of approximately 70% for continuous 
analysis of the level of interest in sponta-
neous behavioral data recorded in a face-
to-face interview setup.

Both interest and agreement level can 
provide hints about how much the user 
appreciates the data retrieved based on 
the given query, and can be used for user 
profiling (e.g., if the interest level is low, 
an implicit tag could be associated with 
the retrieved data indicating that the 
user favors less the Web site in question) 
and for assessment of the correctness of 
the existing explicit tags (e.g., if the user 
shows signs of disagreement, an implicit 
tag indicating likelihood that the associ-
ated explicit tag is incorrect could be 
associated with the retrieved data). In 
turn, these implicit tags could be used to 
develop better data retrieval and recom-
mendation mechanisms. 

Attention (interest) level can be cap-
tured by means of gaze tracking (gaze 
aversion or staring at a single point are 
signs of inattentiveness), head pose esti-
mation and tracking (this is an alterna-
tive to gaze tracking), facial expression 
analysis (dropped eyelids, frequent slow 
blinks, mouth corner dimpling, etc., are 
signs of fatigue and boredom), body pos-
ture analysis (supporting the head by a 
hand and unerect posture are signs of 
boredom), and vocal outbursts like yawn-
ing (a prominent signal of fatigue and 
boredom). Disliking and disagreement 
can be captured by means of head ges-
ture analysis (head shake and head nod 
are typical signs of disagreement and 
agreement), facial expression analysis 
(smirk, lip bite or wipe, lip puckering or 
tightening, nose flaring or wrinkling, 
etc., are all signs of disagreement), body 
gesture and posture analysis (arms fold-
ing and leaning back are signs of dis-
agreement), hand gesture analysis 
(clenched fist, forefinger raising or wig-
gling, and hand wag, are typical signs of 

Authorized licensed use limited to: IEEE Transactions on SMC Associate Editors. Downloaded on December 17, 2009 at 10:06 from IEEE Xplore.  Restrictions apply. 



IEEE SIGNAL PROCESSING MAGAZINE   [177]   NOVEMBER 2009

disagreement), and vocal outbursts anal-
ysis (while sighs and throat-clearing are 
typical signs of disagreement, laughter is 
a typical sign of agreement). 

Although current efforts towards auto-
matic analysis of interest and agreement 
level are mostly single-cue based, research 
in computer vision and signal processing 
has advanced significantly in the past 
years to allow fast and moderately accu-
rate recognition of the above-mentioned 
visual and audiovisual behavioral cues, 
which allow development of multi-
modal multi-cue approaches. 

AUTOMATIC ANALYSIS OF 
BEHAVORAL SIGNALS
Sensing human behavioral signals 
in  cluding facial expressions, body and 
hand gestures, and nonlinguistic 
vocalizations, has witnessed a lot of 
progress in the past years.

To determine the direction of the 
gaze, eye tracking systems employ either 
the so-called red-eye effect, i.e., the differ-
ence in reflection between the cornea and 
the pupil, or computer vision techniques 
to find the eyes in the input image and 
then determine the orientation of the 
irises. There are now several companies 
that sell commercial eye trackers like 
Tobii, SMI GmbH (Figure 5), EyeLink, 
Interactive Minds, etc. Although realizing 
non-intrusive (non-wearable), robust, 
and accurate eye tracking remains a diffi-
cult problem, most of the commercially 
available eye trackers will work well in 
HCI scenarios like multimedia browsing, 

in which the user remains seated in front 
of the computer screen. 

Common approaches to head pose 
estimation and tracking include appear-
ance-based approaches (they match the 
input image of the head to previ ously 
stored examples), feature-based app-
roaches (they use the location of facial 
features like nose, mouth, and eyes, to 
determine the head pose), manifold 
embedding methods (they seek low- 
dimensional manifolds that model the 

continuous variation in head pose), 
non-linear regression methods (they 
use a functional mapping from the 
image to a head pose measurement), 
non-rigid modeling approaches (they fit 
a personalized nonrigid model like 
active appearance model or elastic 
bunch graph to the facial structure in 
the image), tracking methods (they 
recover the global pose change of the 
head from the observed movement in 
the input video, see Figure 5 for an 
example), and hybrid methods that 
combine two or more of the above-men-
tioned methods [8]. Similarly to the 
state of the art in eye tracking, although 

fast, robust, and accurate head pose 
estimation and tracking remains a diffi-
cult problem in unconstrained environ-
ments, several existing methods will 
work well in HCI scenarios like multi-
media browsing. 

To facilitate detection of subtle facial 
signals like a frown or a smile, several 
research groups begun research on 
machine analysis of facial muscle 
actions (atomic facial signals also 
referred to as action units, AUs [9]; e.g., 

AU4 relates to frowning, AU12 
relates to smiling, AU18 relates to lip 
puckering, etc.). As AUs are indepen-
dent of interpretation, they can be 
used for any higher-order decision 
making process including recogni-
tion of affective states, cognitive pro-
cesses like attention (interest) and 
boredom, and attitudinal states like 
(dis)liking and (dis)agreement. A 

number of promising prototype systems 
have been proposed that can recognize 
15�27 AUs (from a total of 32 AUs) in 
either (near-) frontal view or profile view 
face image sequences depicting deliber-
ately displayed facial behavior [9]. Most 
of these employ statistical and ensemble 
learning techniques and are either fea-
ture-based (i.e., use geometric features 
like facial points or shapes of facial com-
ponents, see Figure 5 for an example) or 
appearance-based (i.e., use texture of 
the facial skin including wrinkles, 
bulges, and furrows). One of the main 
criticisms that these works received is 
that the methods are not applicable in 

(a) (b) (c) (d)

[FIG5] Examples of tools for (a) eye tracking (SMI GmbH), (b) head tracking (used in [15]), (c) shoulder movement tracking (used 
in [15]), and (d) facial point tracking (used in [10] and [15]).

IMPLICIT TAGGING ALLOWS 
A DATA ITEM TO GET 

TAGGED EACH TIME A USER 
INTERACTS WITH IT BASED 
ON THE REACTIONS OF THE 

USER TO THE DATA.
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