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Abstract. Major advancements have been made in the field of object
detection and segmentation recently. However, when it comes to rare
categories, the state-of-the-art methods fail to detect them, resulting
in a significant performance gap between rare and frequent categories.
In this paper, we identify that Sigmoid or Softmax functions used in
deep detectors are a major reason for low performance and are sub-
optimal for long-tailed detection and segmentation. To address this, we
develop a Gumbel Optimized Loss (GOL), for long-tailed detection and
segmentation. It aligns with the Gumbel distribution of rare classes in
imbalanced datasets, considering the fact that most classes in long-tailed
detection have low expected probability. The proposed GOL significantly
outperforms the best state-of-the-art method by 1.1% on AP , and boosts
the overall segmentation by 9.0% and detection by 8.0%, particularly
improving detection of rare classes by 20.3%, compared to Mask-RCNN,
on LVIS dataset. Code available at: https://github.com/kostas1515/
GOL.

Keywords: Long-tailed distribution, long-tailed instance segmentation,
Gumbel activation

1 Introduction

There have been astonishing advancements in the fields of image classifica-
tion, object detection and segmentation recently. They have been made possible
by using curated and balanced datasets, e.g., CIFAR [20], ImageNet [9] and
COCO [22] and by using deep Convolutional Neural Networks (CNNs). Despite
that, all these advancements could be in vain if they are not usable in real-world
applications. For example, the performance of classifiers in ImageNet is similar
to humans, however, ImageNet pretrained detectors still struggle as they suffer
from various sources of imbalance [27]. Moreover, existing instance segmentation
models [12,2,5] fail to generalize for long-tailed datasets and their performance
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Fig. 1. (i) Gumbel activation function (blue) is asymmetric and it aligns better with
the long-tailed instance segmentation distribution due to the extreme background and
foreground class imbalance, whereas Sigmoid activation (red) is symmetric and more
appropriate for balanced distributions. (ii) Gumbel activation (blue) produces more
balanced weight norms in comparison to Softmax activation (orange) in the LVIS [11]
dataset using Mask-RCNN [12].

significantly decreases for the rare categories [11]. As a result, it is difficult to ex-
ploit the advancements in image classification and transfer them to applications
like object detection and segmentation due to the imbalance problem. Further-
more, there is a significant gap in performance between frequent (head) and
infrequent (tail) classes in long-tailed datasets, as the state-of-the-art (SOTA)
methods only detect the frequent classes [36,21]. All such problems may dete-
riorate the reliability of autonomous systems that rely on object detection and
segmentation and raise concerns.

One possible solution for improving the long-tailed instance segmentation
performance is to gather more samples for rare classes, as it is known that CNNs
can achieve better results by using more data. Unfortunately, data collection will
be not only costly but also intractable. The physical world contains objects that
follow the Zipfian distribution [23]. This means that by increasing the distinct
classes of a dataset, it is unavoidable that some will be frequent while others will
be rare.

The main reason for the low performance of instance segmentation in long-
tailed datasets is class imbalance. As discussed in [33,35,24], head classes domi-
nate during training and they cause large discouraging gradients for tail classes.
Since tail classes have fewer training samples, the amount of positive feedback is
scarce and in the end, the model is trained effectively only for the head classes. It
is also reflected by the norms of the classifier’s weights [16]: classifiers trained un-
der the long-tailed paradigm have classification weights whose norms are larger
for head classes and lower for tail classes. As larger weights produce larger prob-
abilities, the classifiers are therefore biased towards head classes. For these rea-
sons, many prior works focus on balancing either the weight norms or the gradi-
ents caused by head and tail classes or performing two-stage training where the
model is first trained for all classes and then fine-tuned for tail categories.

In contrast, we argue that the low performance in long-tailed instance seg-
mentation is partially due to the use of sub-optimal activation functions in
bounding box classification. Most classes in this long-tailed distribution have
extremely low expected probabilities due to imbalance [27], making the widely
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Fig. 2. Object distributions in the LVIS long-tailed object detection dataset [11]. (1):
The distribution of objects P (obj, u) in the dataset (irrespective of their class); (2.a):
the class probability conditioned on object and its location P (y|obj, u), and (2.b): the
expected class distribution P (y, u), for the tail class bait; (3.a): the class probability
conditioned on object and its location P (y|obj, u), and (3.b): the expected class distri-
bution P (y, u), for the head class banana. As shown in the figures, the distributions of
objects in a long-tailed object dataset have a normal distribution as a whole and also
for the head classes, whereas follows a Gumbel distribution for tail classes.

used activation functions such as Sigmoid and Softmax unsuitable. For this rea-
son, we develop a new activation function, namely Gumbel activation and a new
Gumbel loss function to model the long-tailed distribution in instance segmen-
tation. Gumbel activation is an asymmetric function that aligns better with the
long-tailed instance segmentation distribution as shown in Figure 1(i). More-
over, Gumbel loss allows the gradient of positive samples to grow exponentially
while suppressing the gradient of negative samples. This is especially useful for
rare category learning, in which positive feedback is scarce. At the same time, it
produces more balanced classification weight norms in comparison to Softmax as
shown in Figure 1(ii), suppressing the classification bias. Both head and tail cat-
egories can benefit from Gumbel loss, without the need of gradient re-balancing,
exhausting parameter tuning, weight normalization or complex two-stage train-
ing. Furthermore, Gumbel is agnostic to frameworks, it can be used alongside
with other loss functions and datasets, which makes it widely applicable. Based
on the proposed Gumbel loss, we have developed Gumbel optimized methods,
that outperform the state-of-the-art instance segmentation methods on the LVIS
[11] dataset. We list our contributions as follows:

– We identify the problem of activation functions in long-tailed instance seg-
mentation for the first time, via extensive experiments;

– We propose a new loss, i.e., Gumbel Optimized Loss (GOL), for long-tailed
instance segmentation;

– We have validated the effectiveness ofGOL on real-world long-tailed instance
segmentation datasets, outperforming the SOTA methods by a large margin.

2 Related works

Long-tailed object classification. It has been a hot topic to address the im-
balance problem in object classification. Long-tailed object classification datasets
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of CIFAR10, CIFAR100 and ImageNet have been investigated to tackle imbal-
anced classification using techniques such as data re-sampling [4,24,31,42], Cost
Sensitive Learning (CSL) [8,17], margin adjustment [25,18,3,30] and two stage
training [16,36]. Data re-sampling methods re-sample the rare classes and have
been most widely used and investigated [4,24,31,42]. However, such methods
cost more training effort and pose the risk of overfitting for rare classes, while
under-sampling under-fits heads class and deteriorates the overall performance.
The CSL methods construct a cost matrix so that the cost function can be more
sensitive to the rare classes [8,17], so as to exploit the data available. But CSL
methods are dependent on the dataset and require careful calibration to avoid
exploding gradients caused by excessive costs. Margin adjustment techniques
change the decision boundary of the classifiers by either normalizing the classi-
fier weight norms, engineering appropriate losses or modifying the classification
prediction a-posteriori [25,18,3,30], which do not cost additional training time.
Their drawback is that the margins are difficult to compute, and they are based
on dataset statistics.
Long-tailed object detection. Some methods addressing the long-tailed im-
age classification could be applied in long-tailed object detection [30,33,35,16].
However, many SOTA long-tailed classification methods obtain low performance
for tasks that include the special background class [26]. Under this realistic sce-
nario, the performance drop is caused by the extreme imbalance between the
dominant background class and other foreground classes. The same applies in
long-tailed object detection where the imbalance factor is ∼ 1000 larger than
the imbalance factor in image classification. For this reason, not all long-tailed
classification methods are transferable to long-tailed instance segmentation. In-
stead, many methods are developed to tackle long-tailed object detection, di-
rectly. Some of them include the creation of specialized loss functions that bal-
ance the gradient contribution of positive and negative samples [33,32,37,35,29].
Others construct hierarchical groups [21,38], enforce margins in the classifier’s
prediction [10,30,34] or use two-stage strategies [36,16,40]. These methods have
produced promising results but they suffer from limitations: Two-stage methods
are complex and laborious; hierarchical methods require pre-processing and care-
ful grouping; loss engineering methods have many hyper-parameters that need
tuning. All these methods use Sigmoid or Softmax as their activation function,
which is not close to the target distribution and not a good choice as we discuss
in Section 3.

To the best of our knowledge, we are the first to tackle long-tailed segmenta-
tion by using Gumbel loss function. The most related work is [1], where they used
the general extreme value distribution to classify Covid-19 cases. In contrast, we
develop Gumbel for long-tailed instance segmentation.

3 Problem Formulation

Assume a dataset X = {xi, yi}, i ∈ {1, ..., N}, where xi, yi are images and anno-
tations respectively and N is the total number of training images. We can train
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a convolutional neural network f(X, θ) = z, where z is the latent representation
and θ is the network’s weight parameters. To calculate the prediction ȳ, one first
can use a fully connected layer q(z) = WT z + b, where W is the classification
weights and b is the bias term, to calculate the score qi. Then p̄i = η(qi) is used
to transform the score qi into probability p̄i, using the activation function η(·)
and finally the prediction ȳ is calculated using ȳ = argmaxi(p̄i).

In image classification and instance segmentation, the Sigmoid activation,
i.e., ηsigmoid(qi) = 1

1+e−qi
, or the Softmax activation, i.e., ηsoftmax(qi) = eqi∑

eqj
,

has been commonly used. For the binary case, it assumes that p̄i follows a
Bernoulli distribution as the score qi = log p̄i

1−p̄i
and it can be interpreted as

the odds-ratio of the event p̄i, i.e., how many times an event happens p̄i divided
by how many times it does not happen 1− p̄i in a log scale.

It would be reasonable to use the Sigmoid or Softmax activation function for
image classification, where the expected probability distribution P is a Bernoulli
distribution and all classes are mutually exclusive, thus one can use Sigmoid or
Softmax to effectively model the data. However, we argue that it would not be
well suitable to use these activation functions for long-tailed instance segmen-
tation as the expected distribution of objects is not the same as the expected
image distribution in classification. Object distribution is more complex as it is
affected by class imbalance and location imbalance.

3.1 Object Distribution

To make this clear, we first calculate the ground truth object distribution. To
this end, we calculate the expected number of objects P (obj, u) whose centers
fall inside the cell u = [i, j] of the normalized grid as follows:

P (obj, u) =

∑x=N
x=1 1(obj, x)1(obj, u)

M
(1)

where obj is the object occurrence, 1 is the indicator function and M is the
total number of objects in the dataset. Next, we calculate the class membership
P (y|obj, u) for each location u, which summarizes the uncertainty of an object
belonging to each class y in the dataset for the specific location u (i.e., it holds

that
∑y=C

y=1 P (y|obj, u) = 1). Finally, we calculate P (y, u)4 as:

P (y, u) = P (y|obj, u)P (obj, u) (2)

The final target distribution is a distribution that we aim to estimate by
minimizing the cross entropy between the target and the data distribution.

In Figure 2, we visualize P (obj, u), P (y|obj, u) and P (y, u) for one head class
and one tail class of LVIS dataset. The probability of detection for a head class
i.e., banana in the example, is low in each location and varies in different locations
of the image. For a tail class, i.e., bait in the example, is even lower and zero for

4 Here we omit obj for simplicity since P (y, obj, u) = P (y, u) due to that y shows there
is object occurrence obj.
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most locations. This is different from long-tailed image classification, in which the
expected class probabilities are not affected by location imbalance, only by class
imbalance. On the other hand, in long-tailed instance segmentation, classes have
even lower expected probabilities as they are affected by both location imbalance
and class imbalance. For example, even head classes like banana have even lower
expectation for locations far away from the center of the image, making the
long-tailed segmentation more challenging for both head and tail classes. This
highlights the magnitude of imbalance in long-tailed segmentation and motivates
us to develop Gumbel activation.

Using Gumbel, we assume that the target distribution follows Gumbel dis-
tribution and this is a better choice than using Sigmoid or Softmax because the
expected classification probabilities are minuscule. In fact, by using any activa-
tion function, one assumes how the ground truth is distributed. It is a common
practice to use Sigmoid or Softmax and this assumes that the target distribu-
tion is Bernoulli. While this is a rational choice for image classification, it is
unrealistic for long-tailed instance segmentation as the expected classification
probabilities are infinitesimal. For this reason, we assume that the target dis-
tribution is Gumbel and we use Gumbel activation. We further explain why
choosing an activation, that implicitly assumes the target distribution, below.

3.2 Activations as Priors

To understand why choosing an activation implicitly assumes the target dis-
tribution, we consider an example of binary classification, however, it can be
extended to multi-class classification easily. In a binary classification problem,
the true variable y relates with the representations z as follows:

y =

{
1, if WT z + b+ ϵ > 0

0, otherwise
(3)

where ϵ is the error that is a random variable. The classification boundary is
set to 0, but it could be any other value as it is adjusted by the bias term b in
optimization. We are interested in the probability P (y = 1) and this is calculated
as:

P (y = 1) = P (WT z + b+ ϵ > 0)

P (ϵ > −WT z − b) = 1− F (−q)
(4)

where F is the cumulative distribution function. Many practitioners use Sigmoid
to activate q and estimate P (y = 1) and this means that:

P (y = 1) = ηsigmoid(q) =
1

1 + e−q

ηsigmoid(q) = Flogistic(q; 0, 1)

P (y = 1) = 1− Flogistic(−q; 0, 1)

(5)

By comparing Eq. 4 and the last expression of Eq. 5, it is understood that by
using Sigmoid activation, one assumes that the error term ϵ follows the standard
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logistic distribution (with µ = 0 and σ = 1), as one chooses F to be logistic. In
practice, when any activation function η(q) is applied, it is implicitly assumed
how ϵ is distributed and as a result the target distribution y ∼ P is assumed.
For example, if a Sigmoid function is used, the variable q is transformed into
a binomial probability distribution, which implies that it has a success rate
p̄ and a failure rate 1 − p̄, like a coin toss. In this case, it is assumed that
y follows Bernoulli Distribution and the error ϵ follows Logistic Distribution.
Finally, the training of the model is to minimize the discrepancy between the
target distribution P and the predicted distribution Q using Cross Entropy:

H(P(x),Q(x)) = −
∑
x∈X

P(x)log(Q(x)) (6)

In training, as Stochastic Gradient Descent is an iterative algorithm, the starting
conditions play a significant role. This suggests that it is preferable to have a
good starting prior so that the initial estimation of P is reasonable and the choice
of the activation function will facilitate the initial estimation. This has a similar
concept to the prior distribution in Bayesian Inference, where it is important to
choose a suitable prior for optimal results.
Hypothesis. In long-tailed instance segmentation, the expected classification
probabilities are significantly low due to imbalance problems as mentioned by [27]
and explained in Eq. 2. For this reason, we hypothesize that Gumbel activation
will produce superior results as it models the data using Gumbel Distribution
which is closer to the real object distribution.

In conclusion, long-tailed instance segmentation is far more challenging than
image classification and naive usage of Sigmoid or Softmax activation infringes
on the underlying assumptions. Nevertheless, one can use Cross Entropy to min-
imize the discrepancy between the target distribution P and the predicted dis-
tribution Q but if the prior guess is significantly different than the actual dis-
tribution P then the results might be sub-optimal. By choosing the activation
function, one guesses how the target P is distributed. For Sigmoid or Softmax,
one believes that P is Bernoulli distribution and while this is reasonable for im-
age classification, we argue that in long-tailed instance segmentation it is not
optimal and we empirically show that Gumbel can produce superior results.

4 Gumbel Activation for Long-tailed Detection

4.1 Sigmoid Activation for Object Classification

It is useful to remind the readers about Sigmoid activation as we can make
clear distinctions between this and our suggested activation. The formula is
ησ(qi) =

1
1+exp(−qi)

. If one encodes the ground truth y as a one-hot vector then

the gradient using Eq. 6 is dL(ησ(qi),yi)
dqi

= yi(ησ(qi)− 1) + (1− yi)ησ(qi).

Sigmoid is a symmetric activation function: the positive gradient (i.e., when
y = 1) takes values from (−1, 0), while the negative gradient (i.e., when y = 0)
takes values from (0, 1) and the response value grows with the same rate for both
positive and negative input, as shown in Figure 3(i).
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4.2 Gumbel Activation for Rare-class Segmentation

We notice that P (y, u) has infinitesimal probabilities. For tail classes it has a
maximum value in the scale of 1e-7, for head classes it has a maximum 1e-
5 and for both cases, it has even lower probabilities for edge locations in the
image. This motivates us to model P (y, u) using the extreme value distribution
Gumbel. Gumbel is useful for modelling extreme events, i.e., those with very
low probabilities. For example, Gumbel can be used to predict the next great
earthquake because this has a much lower probability than regular earthquakes.
Other applications of Gumbel can be found in finance and biology and the readers
are referred to this work [19] for more information on extreme value distribution.
In long-tailed instance segmentation, one can use the cumulative density function
of the standard Gumbel distribution as the activation function (we further study
the choice of non-standard Gumbel activation in supplementary material):

ηγ(qi) = FGumbel(q; 0, 1) = exp(− exp(−qi)) (7)

Combining Eq. 6 and Gumbel activation we derive Gumbel Loss (GL) as:

GL(ηγ(qi), yi) =

{
− log(ηγ(qi)), if yi = 1

− log(1− ηγ(qi)), if yi = 0
(8)

The gradient of Eq. 8 is:

dL(ηγ(qi), yi)

dqi
=

{
− exp(−qi), if yi = 1

exp(−qi)
exp(exp(−qi))−1 , if yi = 0

(9)

The Gumbel activation is asymmetric as illustrated in Figure 3(i). This means
that the positive gradients (i.e., when y = 1) will take values from (−∞, 0)
while the negative gradients (i.e., when y = 0) will take values from (0, 1). This
is a beneficial property that allows the positive feedback to grow exponentially
while it suppresses the negative feedback. It is especially useful in long-tailed
segmentation as the positive feedback for rare categories is scarce. With Gumbel
activation, positive gradients can grow faster than by using Sigmoid activation
as shown in Figure 3(ii) and this can boost the performance of rare classes.

4.3 Gumbel Optimised Loss

Gumbel activation can be used not only with Cross Entropy loss but with other
state-of-the-art loss functions as well. We select the recently proposed Droploss
[14] as the loss function of our enhanced Gumbel-based model, other loss func-
tions are shown in Fig. 4(ii). Using Gumbel activation and Droploss we propose
Gumbel Optimised Loss GOL as follows:

LGOL = −
C∑

j=1

log(wDrop
j p̄j), p̄j =

{
ηγ(qi), if yj = 1

1− ηγ(qi), if yj = 0
(10)

where wDrop
j are class specific weights proposed by DropLoss [14]. We show the

full equation in supplementary material due to space limitations.
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Fig. 3. Activation properties for Gumbel (blue dashed lines), Sigmoid (red solid lines)
activation functions. Their activation behaviours are illustrated in (i). The Gumbel
activation is asymmetric, whereas Sigmoid is symmetric. Their positive gradients and
negative gradients are illustrated in (ii) and (iii) respectively, using inverted y-axis −dL

dq
.

The positive gradients of the Gumbel activation (i.e., when y = 1) ranges in (−∞, 0),
while the negative gradients (i.e., when y = 0) ranges in (0, 1).

5 Experimental Setup

Dataset and evaluation metrics. For our experiments on long-tailed instance
segmentation, we use LVIS (Large Vocabulary Instance Segmentation) dataset
[11]. We mainly use version 1 which contains 100k images for training and 19.8k
images for validation. LVISv1 dataset contains 1, 203 categories that are grouped
according to their image frequency: rare categories (those with 1-10 images in
the dataset), common categories (11 to 100 images in the dataset) and frequent
categories (those with > 100 images in the dataset.) Some previous methods use
the LVISv0.5 dataset, which has 1230 classes instead of 1203. For fairness, we
also show results in this dataset. We report our results using average segmenta-
tion performance AP , average box performance AP b and average segmentation
performance for rare AP r, common AP c and frequent categories AP f .

Implementation details. For our experiments, we use 4 V100 GPUs, a total
batch size of 16 images, a learning rate of 0.02, weight decay of 0.0001, Stochastic
Gradient Descent and momentum of 0.9. We use random horizontal flipping and
multi-scaling as data augmentations for training, following the conventions of
the community. We train our models using the mmdetection framework [6] and
during inference, we use score threshold of 0.0001 as in [11].

For our intermediate experiments, we use Gumbel activation and a plethora
of architectures, backbones, loss functions and sampling strategies using the
1x schedule. For our enhanced GOL model, we use Mask-RCNN [12], the 2x
schedule, Normalised Mask [35], RFS sampler [11] and a stricter Non-Maximum
Suppression threshold that is 0.3. When using Gumbel activation, we initialize
the weights of the classifier to 0.001 and the bias terms to -2.0, to enable stable
training. More implementation details, design choices and results are discussed
in our supplementary material.
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Table 1. Comparative results for LVISv1 using schedule 1x, random sampler (left)
and RFS [11] sampler (right). Gumbel activation is superior than Softmax, especially
for the case of random sampling when the distribution is unaltered.

Sampler Random RFS [11]

Method AP AP r AP c AP f AP b Method AP AP r AP c AP f AP b

Sigmoid 16.4 0.8 12.7 27.3 17.2 Sigmoid 22.0 11.4 20.9 27.9 23.0
Softmax 15.2 0.0 10.6 26.9 16.1 Softmax 21.5 9.7 20.7 27.6 22.4
Gumbel (ours) 19.0 4.9 16.8 27.6 19.1 Gumbel (ours) 22.7 12.2 21.2 28.0 22.9

6 Results

6.1 Results with Different Sampling Strategies

We compare activations when using a random sampler and 1x schedule. Under
this configuration, the target distribution is unaltered and the probability of
sampling is equal to the dataset’s class probability. As Table 1 suggests, the best
activation function using a random sampler is Gumbel which largely outperforms
Sigmoid and Softmax. It increases overall AP by 2.6%, AP r and AP c by 4.1%
and AP b by 1.9% compared to Sigmoid and AP by 3.8%, AP r by 4.9%, AP c

by 6.2 % and AP b by 3.0% compared to Softmax. Noticeably, the gap in mask
and box performance is smaller with Gumbel activation at 19.0% and 19.1%
respectively, while other activations have larger gaps between box and segmen-
tation performance. This suggests that Gumbel is more suitable for long-tailed
segmentation than other activation functions.

We apply the state-of-the-art RFS [11] method, which is an oversampling
method and report the results in Table 1. With RFS, images containing rare
categories are up-sampled, thus the original distribution is distorted. Under this
scenario, Gumbel activation does not boost the performance as much as before,
as the object distribution becomes more balanced with oversampling. Never-
theless, Gumbel improves overall performance by a respective margin of 0.7% in
overall segmentation and by 0.8% AP r which is attributed to the fact that firstly,
there are still classes in the dataset that suffer from imbalance after using RFS,
thus Gumbel can model them better than Sigmoid or Softmax; secondly, Gum-
bel activation has a lower gap in bounding box and segmentation performance
than Sigmoid or Softmax, which results in higher segmentation performance (i.e.,
0.7% increase) given similar box performance.

6.2 Integrating Gumbel Activation

We conduct experiments using training schedule 1x with larger backbones, i.e.,
Resnet101 [13] and ResNeXt101 [39] and architectures i.e., Cascade Mask RCNN
[2] and Hybrid Task Cascade [5] to determine if the proposed activation gener-
alizes for deeper models. As shown in Figure 4 (i), Gumbel activation is a better
choice than the Softmax activation function as it achieves better overall AP and
AP in rare categories.
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Fig. 4. (i): Comparison of Softmax against Gumbel activation using common instance
segmentation frameworks. (ii): Comparison of Sigmoid-based SOTA losses against the
Gumbel-based alternatives. All models use 1x schedule and random sampling.

Next, we examine the behavior of the Gumbel activation function using
SOTA loss functions Equalization loss (EQL) [33], DropLoss [14] and Feder-
ated Loss [41]. For EQL and DropLoss, we use the hyperparameter λ = 0.0011
which is more appropriate for LVISv1 as described in [32] and we change only
the activation function from Sigmoid to Gumbel. For Federated Loss, we use the
same hyper-parameters as described in [41] changing only the activation from
Sigmoid to Gumbel. As Figure 4 (ii) indicates, Gumbel significantly boosts the
performance of all models in both overall AP and rare category AP and this
highlights its applicability and efficacy. We show more detailed results in our
supplementary material.

6.3 GOL Components

We conduct an ablation study using a 2x-schedule and we report the most signif-
icant findings, a more detailed ablation study is provided in our supplementary
material. We use the standard Mask-RCNN, EQL [33] and RFS [11] as the basis
and examine the behavior of Gumbel. As shown in Table 2, Gumbel can sig-
nificantly boost the performance of this pipeline by 0.8%. To further boost the
performance, we use a stricter Non-Maximum Suppression threshold that is 0.3
and Mask normalization, we denote these enhancements in the Table as (Enh).
Next, we adopt DropLoss which is a recent improvement in the loss function
of EQL, proposed by [14]. Finally, the best performance is achieved using RFS,
Gumbel, Enh and DropLoss, we codename this as pipeline GOL.
Total performance. In the end, our GOL method significantly improves the
vanilla Mask-RCNN AP by 9.0%, and it largely improves AP r by 20.3%, AP c

by 11.5%, AP f by 1.2% and AP b by 8.0%.
Comparison with other methods. As shown in Table 3, GOL significantly
surpasses the state-of-the-art in LVIS Dataset using the standard Mask-RCNN
benchmark. In detail, in LVISv0.5, GOL achieves 29.5% AP , surpassing RFS
[11] by 4.1% and the best state-of-art LOCE [10] by 1.1% in AP . Moreover,
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Table 2. Ablation study, using Mask-RCNN, Resnet50 and training schedule 2x.

RFS EQL Gumbel Enh DropLoss AP AP r AP c AP f AP b

18.7 1.1 16.2 29.2 19.5
✓ 23.7 13.3 23.0 29.0 24.7
✓ ✓ 25.3 17.4 24.9 29.2 26.0
✓ ✓ ✓ 26.1 18.4 25.9 29.8 26.8
✓ ✓ ✓ ✓ 26.9 18.1 26.5 31.3 26.8
✓ ✓ ✓ ✓ 27.7 21.4 27.7 30.4 27.5

Fig. 5. Comparison of two object distributions in LVIS validation set, using Softmax
(second column), Sigmoid (third column) and Gumbel (fourth column). Gumbel pre-
dicts distributions that have smaller KL divergence than Sigmoid or Softmax.

our method achieves the best performance at rare and common categories and
it consistently surpasses many other recent works. In LVISv1, GOL achieves
27.7% overall AP , surpassing RFS[11] by 4.0%, LOCE by 1.1%, Seesaw Loss
[35] by 1.3% and EQLv2[32] by 2.2% using ResNet50 backbone. It also achieves
the best AP , which is at least 0.9% higher than other methods, using the larger
ResNet101 backbone. Finally, it consistently outperforms all other methods for
rare and common categories in both Resnet50 and Resnet101 backbones.

6.4 Model Analysis

We analyze the behavior of Mask-RCNN using Gumbel Loss. In detail, we vi-
sualize Mask-RCNN predicted object distributions in the validation set, for two
random classes chandelier and frisbee. We compare, the predicted distributions Q
of Softmax, Sigmoid and Gumbel against the ground truth P using the Kullback
Leibler divergence.

As Figure 5 suggests, Gumbel produces object distributions that are closer to
the target distribution, as they have smaller Kullback–Leibler (KL) divergence.
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Table 3. Comparison against SOTA on the LVIS dataset.

Method Dataset Framework AP AP r AP c AP f AP b

RFS [11]

LVIS v0.5 Mask-RCNN R50-FPN

25.4 16.3 25.7 28.7 25.4
DropLoss[14] 26.4 17.3 28.7 27.2 25.8
BAGS [21] 26.2 18.0 26.9 28.7 25.8
BALMS[30] 27.0 19.6 28.9 27.5 27.6

Forest-RCNN[38] 25.6 18.3 26.4 27.6 25.9
EQLv2[32] 27.1 18.6 27.6 29.9 27.0
LOCE[10] 28.4 22.0 29.0 30.2 28.2

DisAlign [40] 27.9 16.2 29.3 30.8 27.6
GOL (ours) 29.5 22.5 31.3 30.1 28.2

RFS[11]

LVIS v1.0 Mask-RCNN R50-FPN

23.7 13.3 23.0 29.0 24.7
EQLv2[32] 25.5 17.7 24.3 30.2 26.1
LOCE[10] 26.6 18.5 26.2 30.7 27.4

NorCal with RFS [28] 25.2 19.3 24.2 29.0 26.1
Seesaw[35] 26.4 19.5 26.1 29.7 27.6
GOL (ours) 27.7 21.4 27.7 30.4 27.5

RFS [11]

LVIS v1.0 Mask-RCNN R101-FPN

25.7 17.5 24.6 30.6 27.0
EQLv2[32] 27.2 20.6 25.9 31.4 27.9
LOCE[10] 28.0 19.5 27.8 32.0 29.0

NorCal with RFS [28] 27.3 20.8 26.5 31.0 28.1
Seesaw[35] 28.1 20.0 28.0 31.8 28.9
GOL(ours) 29.0 22.8 29.0 31.7 29.2

Moreover, as [16] has suggested, there is a positive correlation between the
weight norms of the classifier and the image frequency of categories, which re-
sults in classification bias. In our case, we visualize the weight norms of the
Mask-RCNN classifier trained with Softmax (baseline model), and Gumbel re-
spectively. As Figure 1 (ii) suggests, the weight norm distribution of the Mask-
RCNN classifier trained with Gumbel is more uniform than the distribution of
vanilla Mask-RCNN. This suggests that the classifier norms are more balanced
when using Gumbel loss which validates its efficacy.

6.5 Long-tailed Image Classification

We further test Gumbel activation in long-tailed image classification bench-
marks. For all classification experiments, we use random sampling and decoupled
strategy. In decoupled strategy, the model is first trained with Softmax activation
and then only the classifier is re-trained with Gumbel activation.
CIFAR100-LT [3]. We train a ResNet32 for 240 epochs using Auto-Augment
[7], SGD, weight decay 0.0002, batch size 64 and learning rate 0.1 that decays
at epoch 200 and 220 by 0.01. In the second stage, we retrain the classifier using
a learning rate of 1e-4 for 15 epochs.
ImageNet-LT, Places-LT [23]. For ImageNet-LT, we train ResNet50 with and
without Squeeze and Excite [15] modules for 200 epochs using Auto-Augment.
For Places-LT, we finetune an ImageNet pretrained ResNet152 for 30 epochs.
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For both datasets, we use SGD, weight decay 0.0005, batch size 256, and learning
rate 0.2 with cosine scheduler. In the second stage, we retrain the classifier using
a learning rate of 1e-5 for 10 epochs.

Table 4. Top-1 accuracy on long-tailed classification datasets.

Dataset CIFAR100-LT ImageNet-LT Places-LT

Imbalance factor 50 100 200 256 996
Model ResNet-32 ResNet-50 SE-ResNet-50 ResNet-152

Softmax 46.2 42.4 38.3 45.2 45.9 28.7
Gumbel 49.0 45.5 41.5 48.2 48.5 30.0

As Table 4 indicates, Gumbel activation can boost the classification perfor-
mance of all models in all datasets consistently.

7 Conclusion and Discussions

We hypothesize that real-world long-tailed detection and segmentation data fol-
lows a distribution that is closer to Gumbel distribution and not Bernoulli. For
this reason, we propose to use Gumbel activation instead of Sigmoid or Soft-
max. We validate the superiority of Gumbel against Sigmoid and Softmax under
different sampling strategies, deeper models and loss functions and we develop
the GOL method based on Gumbel activation that significantly outperforms
the state-of-the-art. Our extensive experiments validate that Gumbel is a supe-
rior activation function that can be used as a component with both off-the-shelf
methods and state-of-the-art models to further increase their performance.

We have also tested Gumbel activation in long-tailed classification bench-
marks and saw consistent improvements when Gumbel is used as a decoupled
method. Finally, Gumbel could also be used for dense object detection and we
have seen a 0.4% increase in AP when using RetinaNet on COCO and 1x sched-
ule. Currently, Gumbel cannot be used with Softmax-based loss functions and
it does not take full advantage of oversampling methods. In the future, we will
develop a custom loss function and sampling mechanism tailored to Gumbel
activation.
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41. Zhou, X., Koltun, V., Krähenbühl, P.: Probabilistic two-stage detection. In: arXiv
preprint arXiv:2103.07461 (2021)

42. Zou, Y., Yu, Z., Kumar, B., Wang, J.: Unsupervised domain adaptation for seman-
tic segmentation via class-balanced self-training. In: Proceedings of the European
conference on computer vision (ECCV). pp. 289–305 (2018)


	Long-tailed Instance Segmentation using Gumbel Optimized Loss

