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ABSTRACT

Electroencephalogram (EEG) signals reflect brain activities

associated with emotional and cognitive processes. In this

paper, we demonstrate how they can be used to find tags for

multimedia content without users’ direct input. Alternative

methods for multimedia tagging is attracting increasing in-

terest from multimedia community. The new portable EEG

helmets are paving the way for employing brain waves in hu-

man computer interaction. In this paper, we demonstrate the

performance of EEG for tagging purposes using two different

scenarios on MAHNOB-HCI database. First, an emotional

tagging and classification using a reduced set of electrodes

is presented. The emotional responses of 24 participants to

short video clips are classified into three classes on arousal

and valence. We show how a reduced set of electrodes based

on previous studies can preserve and even enhance the emo-

tional classification rate. We then demonstrate the feasibility

of using EEG signals for tag relevance tasks. A set of images

were shown to participants first, without any tag and then with

a relevant or irrelevant tag. The relevance of the tag was as-

sessed based on the EEG responses of the participants in the

first second after the tag was depicted. Finally, we demon-

strate that by aggregating multiple participants’ responses we

can significantly improve the tagging accuracy.

Index Terms— EEG, affect, implicit tagging, tag rele-

vance, multimedia

1. INTRODUCTION

Online multimedia repositories are becoming the media of

choice. Classic content providers such as British Broadcast-

ing Corporation (BBC) [1] are converting their whole archive

into digital and using online interface, e.g., BBC iPlayer, to

broadcast their content. Any large scale data will remain un-

used without proper indexing. Multimedia tags are any form
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of metadata that can be used to index the content to facil-

itate its finding and re-finding. Tags can come in different

forms including semantic tags, affective tags and geotags [2].

In contrast to classic tagging schemes where users direct in-

put is mandatory, human-centered implicit tagging was pro-

posed [3] to gather tags and annotations without any effort

from users. The main idea behind this passive tagging strat-

egy is to use users’ spontaneous reactions to a given content

to identify tags. The resulting tags are called “implicit” since

there is no need for users’ direct input as reactions to multi-

media are displayed spontaneously.

Multimedia indexing has focused on generating charac-

terizations of content in terms of events, objects, etc. The

judgment relies on cognitive processing combined with gen-

eral world knowledge and is considered to be objective due

to its reproducibility by users with a wide variety of back-

grounds. An alternative to this approach to indexing is taking

the affective aspects into account. Here, affect refers to the

intensity and type of emotion that is evoked in a user while

watching/listening to multimedia content [4]. Affective char-

acteristics of multimedia are important features for describing

multimedia content and can be presented by relevant emo-

tional tags. Challenges and difficulties in using users’ direct

input or their self reported emotions [5] make implicit tagging

a suitable alternative for recognizing emotional tags.

EEG signals reflect cognitive as well as affective pro-

cesses in brain. Neuropsychologists have recognized certain

emotional circuits in the brain that are activated during an

emotional experience [6, 7]. There are also certain Event

Related Potentials (ERP) which are associated with different

types of stimuli. Koelstra et al [8] showed how N400 event-

related potential appears in case of mismatch between the tag

and videos. This ERP was observed in response to differ-

ent types of stimuli [9, 10]. The contributions presented in

this paper are two-fold. In the first part, we are verifying the

finding by Koelstra et al. [11] on the correlation of certain

electrodes with emotional dimensions. The second contribu-

tion is proposing an image tag relevance assessment system

based on the aggregation of EEG responses. To the best of

our knowledge this is the first study with classification results

using EEG signals. We demonstrate how EEG signals can be



used for tagging on one of the publicly available databases

[12, 13, 14].

The rest of this paper is organized as follows. In Section

2, a background on implicit tagging is given. The data col-

lection protocols are presented in Section 3. The method for

emotional tagging and tag relevance assessment using EEG

signals are given in Section 4 and Section 5 respectively. Fi-

nally, the paper is concluded in Section 6.

2. BACKGROUND

Pantic and Vinciarelli define implicit tagging as using non-

verbal spontaneous behavior to find relevant keyword or tags

for multimedia content [3]. Implicit tagging research has re-

cently attracted researchers’ attention, and a number of stud-

ies have been published [15]. Implicit tagging has been used

in image annotation, video highlight detection, topical rel-

evance detection and retrieval result re-ranking. The exist-

ing literature can be divided into two categories, one dealing

with using emotional reactions to tag the content with the ex-

pressed emotion, e.g., laughter detection for hilarity [16], and

the second group of studies using the spontaneous reactions

for information retrieval or search results, e.g., eye gaze for

relevance feedback [17].

The users’ behavior and spontaneous reactions to multi-

media data can provide useful information for multimedia in-

dexing with the following scenarios: (i) direct assessment of

tags: users spontaneous reactions will be translated into emo-

tional keywords, e.g., funny, disgusting, scary [18, 13, 16,

19]; (ii) assessing the relevance of explicit tags or topic rel-

evance, e.g., agreement or disagreement over a displayed tag

or the relevance of the retrieved result [8, 12, 20, 21]; (iii) user

profiling: a user’s personal preferences can be detected based

on her reactions to retrieved data and be used for re-ranking

the results; (iv) content summarization: highlight detection is

also possible using implicit feedbacks from the users [22, 23].

There have been multiple attempts into recovering the af-

fective response to multimedia using EEG signals. Soleymani

et al. [13] used EEG signals and eye gaze responses to detect

emotion in response to videos. They showed that multimodal

fusion can improve the detection performance. Koelstra et

al. [11] used EEG signals to detect emotional tags for music

videos. In a recent study, Koelstra and Patras [14] fused facial

expressions analysis and EEG signals to detect two classes of

arousal, valence and dominance on MAHNOB-HCI database

[12].

Users respond differently to the expected, relevant and

mismatching, irrelevant tags. Koelstra et al. [8] found signif-

icant differences between N400 ERP responses between rel-

evant and irrelevant tags displayed on short videos. Jiao and

Pantic [21] used facial expressions to assess the relevance of

tags, displayed on images.

3. DATASET

The experimental data was collected from 30 healthy volun-

teers, comprising 12 male and 16 female between 19 to 40

years old. The subjects had normal or corrected to normal

vision. The experiment was controlled by the Tobii studio

software. EEG signals were recorded from 32 active elec-

trodes on 10-20 international system using a Biosemi Ac-

tive II system. The experiments were conducted in an en-

vironment with controlled temperature and illumination. The

synchronization method, hardware setup and the database de-

tails are given in [12]. MAHNOB-HCI is a publicly available

database for multimedia implicit tagging 1. The data recorded

from some participants were not analyzed due to technical

problems, poor signal quality and unfinished data collection.

Hence, the analysis results of this paper are only based on

the responses recorded from 24 participants for the emotional

tagging and 26 participants for tag relevance assessment.

3.1. Emotional Tagging Experiment

In the first experiment on emotional tagging, participants

were shown 20 short videos, between 34.9s to 117s long

(M = 81.4s, SD = 22.5s), to elicit different emotions. Par-

ticipants were asked to report their felt emotions by reporting

the felt arousal (ranging from calm to excited/activated) and

valence (ranging from unpleasant to pleasant) on nine points

scales. To simplify the interface a keyboard was provided

with only nine numerical keys and the participant could an-

swer each question by pressing one of the nine. In a separate

study 9 participants were asked to rate the videos on 9 points

scale for arousal and valence dimensions. The ground truth is

defined based on the separate group’s ratings [13].

3.2. Tag Relevance Experiment

In the second experiment, 28 images depicting human actions

(e.g. handshake) were subsequently shown on their own and

accompanied by a word tag that is either relevant or irrelevant

to the shown action. Images were downloaded from Flickr2

and were cropped and resized to 1280× 695 pixels to be dis-

played on a display size of 51.9× 32.45cm with a resolution

of 1280 × 800 pixels. The space under and above the image

was filled with black pixels. The tags were overlaid under the

image (see Fig. 1). For each image a correct and an incorrect

tag was displayed in the total of 54 trials in random order. For

each trial, the following procedure was taken. First, the un-

tagged images were displayed for 5 seconds. This allowed the

subject to get to know the content of the image. Second, the

same image was displayed with a tag for 5 seconds. The sub-

jects’ behavior in this period contained their reaction to the

displayed tag. Third, a question was displayed on the screen

to ask whether the subject agreed with the suggested tag. The

1http://mahnob-db.eu/hci-tagging/
2http://www.flickr.com



length of each trial was about 11 seconds. In this study, the

trials in which the subjects’ responses contradict the true tag

relevance were discarded as confusing examples, e.g., a trial

in which a subject agreed with an irrelevant tag was discarded.

Fig. 1. Example image depicting a human action including

relevant tag (‘Sit Down’) as shown to the subjects. Part of

the recorded eye gaze fixation and scan path of one subject is

overlaid in red.

4. EEG SIGNALS FOR EMOTIONAL TAGGING

EEG signals were originally recorded with a 1024Hz sam-

pling rate and later downsampled to 256Hz to reduce the

memory and processing costs. The unwanted artifacts, trend

and noise were reduced prior to extracting the features from

EEG data by pre-processing the signals. Drift and noise re-

duction were done by applying a 4-45Hz band-pass filter.

Biosemi active electrodes record EEG signals referenced to

common mode sense electrode (CMS) as a part of its feed-

back loop. In order to gain the full common-mode rejection

ratio (CMRR) at 50Hz, EEG signals should be re-referenced

to another reference. EEG signals were thus re-referenced to

the average reference to maximize signal to noise ratio.

The spectral power of EEG signals in different bands was

found to be correlated with emotions [24, 25, 26]. Power

spectral densities (PSD) from different bands were computed

using Fast Fourier transform (FFT) and Welch algorithm [27].

In this method, the signal is split into overlapping segments

and the PSD is estimated by averaging the periodograms. The

averaging of periodograms results in smoother power spec-

trum. The PSD of each electrode’s EEG signals was estimated

using 15s long windows with 50% overlapping.

Koesltra et al. [11] studied the correlation between emo-

tional dimensions, i.e., valence, arousal, dominance and EEG

spectral power from different bands and found the following

electrodes to be significantly correlated: Fp1, T7, CP1, Oz,

Fp2, F8, FC6, FC2, Cz, C4, T8, CP6, CP2, PO4. We con-

ducted the emotion detection based on both the full set, i.e.,

32 electrodes, and the reduced set of the electrodes, i.e., 14

electrodes.

The logarithms of the PSD from theta (4Hz < f < 8Hz),

slow alpha (8Hz < f < 10Hz), alpha (8Hz < f < 12Hz),

beta (12Hz < f < 30Hz) and gamma (30Hz < f ) bands

were extracted from all 32 electrodes of as features. In ad-

dition to power spectral features, the difference between the

spectral power of all the possible symmetrical pairs on the

right and left hemisphere was extracted to measure the pos-

sible asymmetry in the brain activities due to the valence of

an emotional stimuli [28]. The asymmetry features were ex-

tracted from all 5 mentioned bands. In the full set, the total

number of EEG features of a trial for 32 electrodes and 14

corresponding asymmetric features from 14 symmetric pairs

is 32×5+14×5 = 230 features. In the reduced set, we only

used the signals of 14 electrodes out of 32 electrodes. The

features from the selected electrodes comprised of 5 power

spectral bands of 14 electrodes in addition to 3 symmetric

pairs, i.e., T7-T8, Fp1-Fp2, and CP1-CP2. The total number

of EEG features of a trial for 14 electrodes and 3 correspond-

ing asymmetric features is 14 × 5 + 3 × 5 = 85 features.

4.1. Classification

We performed a participant independent emotion detection

for emotional tagging. A leave-one-participant-out was sub-

sequently used as a cross validation strategy. The most pop-

ular emotional class or tag can satisfy a larger population of

viewers in a video retrieval scenario. Prior to the classifica-

tion, features were normalized by subtracting their mean and

dividing them by the standard deviation. The LIBSVM [29]

implementation of a support Vector Machine (SVM) classifier

with a Radial Basis Function (RBF) kernel was employed for

classification. The kernel and classifier parameters were de-

termined by a grid search based on the best average F1 score

on a 10-folding cross validation on the training set. No feature

selection was performed for this classification.

4.2. Results

F1 scores were calculated for the detection of three classes on

arousal and valence (see Table 1). The results of the features

extracted from 14 electrodes are equal to the full set and dis-

carding 18 electrodes did not reduce the performance. These

results are about 5% higher than the previously reported re-

sults on the same database [13]. In average the arousal detec-

tion results are superior to the valence detection results. This

is in line with the previous results on the same database. The

detection rate for the medium valence is lower than the low

and high valence classes. This can be due to the smaller sam-

ple size for the medium valence class.

In order to aggregate the classification results from dif-

ferent participants, the confidence scores provided by SVM

classifier was summed over different participants’ results, on



Table 1. The F1 scores of emotion recognition for different

dimensions.

Full set of 32 electrodes

Dimension Low Medium High Average

Arousal 0.61 0.64 0.65 0.63

Valence 0.55 0.49 0.61 0.55

Reduced set of 14 electrodes

Dimension Low Medium High Average

Arousal 0.61 0.65 0.66 0.64

Valence 0.59 0.47 0.63 0.56

the reduced electrodes set. In each aggregation step, a com-

bination of
(

N

n

)

, n ∈ {2, ..., 24}, N = 24 participants

were selected and their emotion detection results were com-

bined. The resulting F1 scores from different combinations

were then averaged. The aggregation of multiple participants

can significantly improve the detection rate (see Fig. 2). The

arousal and valence detection rates on three classes can go up

to the average F1 scores of 0.89 and 0.83 respectively. Even

using 5 participants is enough to increase the detection rate

by more than 15%.
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Fig. 2. Aggregation of multiple participants’ emotion detec-

tion significantly improves the detection for implicit tagging.

Arousal detection rate was superior to valence detection rates.

5. EEG SIGNALS FOR TAG RELEVANCE

ASSESSMENT

Similarly to the last Section, we used the downsampled EEG

signals at 256Hz. EEG drift was removed by subtracting the

moving averaged signal with a 5 seconds (1280 point) win-

dow. This time, the noise reduction was done by applying a

low-pass filter with the cut-off frequency of 10Hz, since the

ERP responses are low frequency [30]. EEG signals were

again re-referenced to the average reference.

We expected the ERP responses to appear in 400ms to

600ms after showing the tag. Therefore, the EEG signals of

the one second period after displaying overlaid tags under the

images were downsampled 16 times and used as features. As

a result, we had 32×16 = 512 features for every trial. The tri-

als in which the participants’ responses contradict the relevant

tag were discarded as confusing examples, e.g., a participant

agreed with an irrelevant tag.

5.1. Classification

For this study, we conducted a participant dependent or intra-

participant classification. For each participant, one of the 54

trials was taken as test set and the rest were used as the train-

ing set in the leave-one-out cross validation strategy. The size

of feature vectors was reduced by applying Principal Com-

ponent Analysis (PCA) and keeping the basis with 79% of

the variance. This threshold was chosen based on the aver-

age classification performance. We used a Linear Discrim-

inant Analysis (LDA) classifier to discriminate between the

responses to relevant and non-relevant tags. In order to aggre-

gate multiple participants’ responses their EEG signals were

averaged after normalization. The resulting features were

classified using the same classifier and validated by the same

cross validation strategy.

5.2. Results
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Fig. 3. Average downsampled EEG responses over all elec-

trodes and all the participants. P300 ERP response for rele-

vant and N400 ERP for irrelevant tags are visible.

The averaged features over all electrodes and all partici-

pants are shown in Fig. 3. The average ERP responses are
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Fig. 4. Aggregation of multiple participants’ ERP responses

increases the signal to noise ratio and consequently the accu-

racy of tag relevance assessment.

different in case of relevant and irrelevant tags. The response

to the relevant tags looks more like P300 response which is

associated with the target tag in participant’s mind. P300 re-

sponses are used for BCI spellers [31]. The response to the

irrelevant tags is more like a delayed N400 response associ-

ated with mismatch. The F1 scores were calculated for every

participant. The average F1 score was 0.56 with the standard

deviation of 0.08 and maximum of 0.79. In order to verify

the statistical significance of the results, a one sided one sam-

ple t-test with 0.0005 significance level was applied to the F1

scores. The t-test rejected the assumption that the detection

rates were equal or inferior to the chance level.

In order to aggregate multiple participants’ signal we sim-

ply average the features. Since the extracted features are

downsampled and filtered EEG signals, we expect the av-

eraging to improve the signal to noise ratio to detect the

ERPs. In each aggregation step, a combination of different
(

N

n

)

, n ∈ {2, ..., 26}, N = 26 participants were selected

and their features were averaged. The result of aggregation is

given in Fig. 4. It is visible how the aggregation of multiple

participants can increase the detection rate up to 0.83.

6. CONCLUSIONS

We presented two different scenarios of using EEG signals

for human centered implicit tagging. In the emotional tag-

ging approach, we showed how choosing a subset of elec-

trodes preserved the detection rates compared to the full set

of electrodes. Preserving the detection rate with a reduced set

of electrodes enable us to use a simpler recording apparatus

in future studies. We have also shown how aggregation leads

into better emotion detection accuracy.

For the first time, we presented classification results on

using EEG for tag relevance assessment. In case of tag rel-

evance assessment, the performance varies between partici-

pants and only with aggregation or repeating trials we can

expect good detection accuracy. This conclusion is in line

with the Brain Computer Interfaces (BCI) which is based on

ERPs. BCI protocols usually involve multiple stimuli to im-

prove their accuracy [31]. The aggregation of multiple partic-

ipants’ responses provides a practical solution for the deploy-

ment of the current state of the art implicit tagging methods

for real world applications.
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