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B
enchmarking has helped signifi-

cantly advance the state of the art

in multimedia technologies. The

key has been the concept of a

benchmark task, which consists of a problem

definition, a data collection, ground truth,

and an evaluation metric. Over the years, tech-

niques for designing tasks and developing data-

sets to evaluate multimedia indexing and

retrieval algorithms have become highly so-

phisticated. However, we are currently witness-

ing rapid, further evolution in benchmarking

that is driven by the increased ease with

which we can collect and manipulate large

amounts of multimedia data.

At the same time, two other important

developments have made contributions:

� the benchmarking community, the group of

researchers who work on common tasks and

share the load of creating multimedia data

collections, and

� the maturation of techniques for effectively

exploiting crowdsourcing to generate

ground truth for large multimedia data

collections.

This article discusses how these two develop-

ments support new methods of identifying

promising multimedia use cases and develop-

ing the corresponding tasks and datasets. We

argue that a diverse benchmarking commu-

nity makes it possible both to encourage

researchers to focus on specific, highly promis-

ing tasks and to promote the creativity and

risk-taking needed to advance the state of the

art in multimedia technologies. With a specific

example, we show that crowdsourcing is a via-

ble method for developing multimedia ground

truth.

Our insights are based on experiences with

the MediaEval (www.multimediaeval.org) mul-

timedia benchmark, a relatively young, but rap-

idly growing benchmarking initiative that

focuses on human and social aspects of multi-

media. MediaEval strives to emphasize the

‘‘multi’’ in multimedia, including the use of

speech, audio, tags, users, context, and visual

content. Because of this emphasis, MediaEval

attracts a diverse group of researchers with a

range of perspectives on multimedia research.

MediaEval works by exploiting this diversity

to drive innovation in task design and

data-collection development. Here, we take

the concrete example of Blip.tv10000, a large

dataset of Internet video that was collected,

divided, and annotated for use in multiple

MediaEval benchmarking tasks. Two tasks that

use this data collection, the Genre Tagging

and Rich Speech Retrieval tasks, provide an in-

teresting contrast with respect to their motivat-

ing use cases and the method applied for

ground truth generation.

Design Considerations

Generally, consensus exists in the multimedia

community regarding important elements to
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consider when developing large video collec-

tions. For example, the Internet Archive Cre-

ative Commons (IACC.1) dataset used by Text

Retrieval Conference (TREC) Video Retrieval

Evaluation (TRECVid), (http://trecvid.nist.gov)

involved setting out design requirements for

large-scale data sets: the collection should be

large and widely used, and it should support

real-world use cases.1 These requirements are

uncontroversial and widely accepted but need

further interpretation before they can be ap-

plied to data-collection development in prac-

tice. Using the MediaEval benchmark as an

example, we discuss particular considerations

that have emerged in our work.

Data collections need to be large to ensure

that researchers are working on the large-scale

problem and are targeting scalable solutions.

However, in reality, a data collection will al-

ways be a subset of the totality of data available

on the Internet.1 The social emphasis of Media-

Eval makes it important to take certain global

aspects of the sample into consideration. In

particular, sparsely sampled data can have pro-

found effects on the overall properties of a

social graph.2 An online multimedia communi-

ty’s social graph comprises not only explicit

links such as friendships, but also implicit

links such as comments. When social aspects

of multimedia are involved, a large data collec-

tion is not useful for research unless it has been

designed with generalizability in mind.

Human search behavior should be also con-

sidered when deciding on the size and nature of

the data collection necessary to tackle certain

problems. For example, in the case of multime-

dia search, users often make a decision about

where to search even before they begin. This

pre-search decision is easy, well informed, and

so natural for users that it often goes unnoticed.

For example, users looking for family videos go

to their social video-sharing sites. Users looking

for user-contributed content capturing a recent

event go to a site with real-time information,

such as video-sharing and microblogging web-

sites. In short, the user will often make a signif-

icant contribution to narrowing the search

domain before actually beginning to search.

This narrowing changes the multimedia search

problem because it shifts the relationship be-

tween the relevant and nonrelevant multime-

dia items. The nature of the features that best

discriminate between multimedia items is

changed by this shift and the characteristics

of algorithms that will perform optimally are

also potentially affected. Data-collection design

must account for the specific usage settings and

not blindly make the assumption that bigger is

better.

Data collections need to be long lived and

widely used to guarantee that the research com-

munity exploits the full benefits of using a spe-

cific dataset to track the development of the

state of the art. The ability to compare algo-

rithm performance with respect to the same

task across sites and over time is a widely

cited benefit of benchmarking. A key consider-

ation is creating datasets that are freely distrib-

utable, which has led to the increased use of

Creative Commons content.

Nevertheless, the ease with which data can

be collected from the Internet is a double-

edged sword. Researchers enjoy the advantage

of collecting large datasets, but the multimedia

research community as a whole potentially suf-

fers because it is easy for individual groups to

strike out on their own and create their own

datasets, limiting the possibilities for cross-site

comparison of algorithms. MediaEval attempts

to bring a balance between the ease of dataset

development and the need to focus research

efforts on a finite number of key datasets. It

provides a forum within which groups of

researchers can come together and concentrate

their efforts on creating shared resources.

Finally, data collections need to support

tasks that are based on real-world use scenarios

and address real users’ needs. There are two di-

vergent views on the appropriate relationship

between multimedia data collections and the

underlying use cases. The first, the technology-

driven view, is a general effort to create a reason-

ably representative dataset that will support the

development of basic technologies. Once these

technologies have been developed, users will

decide what to do with them. The IACC.1

data collection follows this philosophy.1 Exact

use cases for the collection are unspecified be-

cause the idea is that this activity should be

left to the users. In the second approach, the

usage-driven view, datasets support the develop-

ment of algorithms that address tasks already

carried out by users in another form. The pur-

pose of the algorithms is then to make these

tasks easier, automatic.

These two views constitute a larger problem

that faces the creation of large-scale multimedia

collections. Users cannot use or even imagine
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multimedia technologies that do not yet exist.

On the other hand, it is difficult to know

which technologies to develop without know-

ing what users are looking for. MediaEval

attempts to break out of this cycle by using

both views of the connection between tasks

and use cases to develop tasks.

Benchmarking Methodologies

and Standards

MediaEval adopts the benchmarking practices

developed within the text-based information

retrieval (IR) community—in particular by

TREC and the Cross-Language Evaluation

Forum (CLEF, www.clef-campaign.org). Text-

based IR has a long history of benchmarking,

and its impact has been shown to be signifi-

cant for both textual3 and multimedia con-

tent.4 Here, we emphasize two important

aspects of benchmarking practice that have

been inherited from IR and are practiced by

multimedia benchmarks including TRECVid5

and ImageCLEF (www.imageclef.org). First,

researchers have widely adopted the Cranfield

paradigm for benchmarking practice.6 This

paradigm views task definition (including the

set of query topics) and the corresponding

ground truth (the target to be achieved on

the task) to be an abstract representation of

users and their information needs. This repre-

sentation will, by nature, always be imperfect,

so benchmark evaluation must always be con-

sidered a complement to and not a substitute

for user trials carried out with an operational

system in the field. Second, experience has

proven the effectiveness of a yearly bench-

marking cycle, which has the advantage of

coordinating the efforts of research sites to

converge at a particular time, such as during

a workshop that brings researchers together.

The cycle also imposes a natural rhythm for

controlling the release of new or updated data-

sets. Both of these aspects serve to concentrate

researchers’ efforts.

MediaEval was established in 2008 as Video-

CLEF, a track within CLEF. In 2010, it became

an independent benchmark and adopted the

name MediaEval. Participation in MediaEval is

open to any research group or coalition of re-

search groups. MediaEval builds on and extends

existing benchmarking practice. MediaEval’s

yearly cycle involves selecting tasks, releasing

a development set together with the corre-

sponding ground truth, releasing a test set,

receiving and evaluating the solutions (runs)

submitted by the participating teams and pub-

lishing the results.

MediaEval adheres to a set of principles that

guide the benchmarking process, but the main

rules of the benchmark are not imposed from

the top down. Rather, they emerge naturally

as participants follow the yearly benchmarking

cycle and promote certain community practi-

ces. Because of MediaEval’s social emphasis,

most tasks admit the collection of additional

data sources from the Internet, especially from

multimedia sharing websites. The use of addi-

tional data is carefully coordinated to avoid

mixing the development and the test set. Fur-

thermore, up to half of the official runs sub-

mitted by a team are required runs, meaning

that the task organizers specify certain combi-

nations of modalities and resources that the

runs must necessarily use. For example, teams

might be required to submit one run using

audio channel only. This practice lets us focus

on certain aspects of tasks and make certain

that participants’ submissions are comparable.

In some ways, the data collections that we

develop are independent of the actual bench-

mark. Once the benchmark has concluded,

they remain publicly available. However, our

experience with MediaEval has shown that a

benchmarking activity centered on data collec-

tions lets us fully exploit the potential of

the collections and enables new collection

development.

The Benchmarking Community

The essence of any benchmark is the core group

of researchers that form the benchmark com-

munity. The MediaEval community is a grow-

ing, but relatively small group—approximately

60 people attended the MediaEval 2011 work-

shop and the entire community is twice that

size. Nevertheless, a key characteristic of the

MediaEval community is its diversity. Our

goal was to leverage the community and its di-

versity to develop forward-looking benchmark

tasks and their datasets.

The yearly benchmarking cycle begins with

collecting proposed tasks for the next year. In

addition to a problem definition, data collec-

tion, ground truth, and evaluation metric, a

task also requires specific characteristics. First,

a task must be based on a real-world use sce-

nario. In particular, we encourage researchers

to team up with industry or content providers
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to define tasks. Second, a task must be associ-

ated with a data collection that either exists

or can be easily collected and licensed for distri-

bution. Third, it must be possible to generate

ground truth for a task within the capacity of

the available resources. Fourth, a task must

have task champions who are willing to take

on the responsibilities of task coordinators. Fi-

nally, a task must have five core teams commit-

ted to task completion and supporting the

coordinators.

The task proposals are gathered into a

survey, which is then circulated within the

MediaEval community and the multimedia

community as a whole. The survey asks about

researcher preferences for particular tasks. It

also asks about some task design parameters,

for example, concerning suitable evaluation

metrics or data-collection size. The survey

results are then compiled and discussed. The

most popular tasks are chosen to run the next

year. During the survey process, a task acquires

community support as well as a refined defini-

tion and core participants or even organizers.

This process makes it possible for a single indi-

vidual—even one who has never before partici-

pated in the benchmark—to introduce a highly

innovative idea into the benchmarking com-

munity and have it evolve into a task with an

associated data collection. In the end, we end

up with five to six tasks, each with two to

four organizers, ideally drawing from both aca-

demia and industry.

Since MediaEval was established in 2008,

one of the key lessons involves the positive

effects of separating official and off-the-record

runs. The purpose of a benchmark is, of course,

to enable cross-site quantitative comparison of

techniques—that is, each task declares a winner,

the participant that achieved the highest perfor-

mance score. This winner is determined using a

restricted definition: we only consider the official

evaluation metric and the official runs. Task

organizers are allowed to complete runs and sub-

mit working notes papers, but all their runs are

considered off-the-record runs to control for pos-

sible advantages. That we explicitly admit off-

the-record runs encourages the participants to

experiment with risky approaches and gives

them the best chance to maximize their scores.

By fostering risk taking, we aim to encourage in-

novation and reduce the danger that the com-

munity will converge on a single approach to a

task that represents a local optimum.

Exploiting Crowdsourcing

Recently, it has become increasingly easy to

acquire large collections of multimedia data

by crawling the Internet. The rise of crowd-

sourcing platforms, and in particular Amazon’s

Mechanical Turk (MTurk), has revolutionized

the creation of ground truth for such datasets

at a lower cost while allowing researchers to

take into account the combined judgments of

a larger, more diverse population of annotators.

Crowdsourcing is the process of outsourcing

small tasks on an online platform, where work-

ers carry them out in exchange for a small com-

pensation. MTurk refers to these types as

human intelligent tasks (HITs). A requestor

can review a worker’s performance on a HIT

and, depending on the satisfaction, reject or ac-

cept the HIT and pay the reward. The biggest

challenge to achieving high-quality crowd-

sourcing is quality control. Workers have in-

centive to carry out HITs with as little effort

as possible in attempt to earn money. Unseri-

ous work is harmful in a setting where reliable

annotations are needed to create ground

truth. The situation is exacerbated if requestors

cheat workers directly or encourage shoddy

work by accepting all HITs without review. In

short, a crowdsourcing platform is a relatively

unregulated marketplace and careful HIT de-

sign, good quality control, and conscientious

treatment of workers is necessary in order to

use crowdsourcing to generate ground truth

for large-scale multimedia datasets.

The ESP image labeling game first demon-

strated the benefits of crowdsourcing for multi-

media.7 In 2005, Amazon made MTurk public,

opening it up to the multimedia community.

The first work concentrated on labeling images.

Researchers showed that crowdsourcing was

effective for multimedia annotation and in

particular that it can be used to generate

annotations comparable in quality to expert

annotations.8 This early work demonstrated

the ability of a majority vote to reduce the

noisy judgments. Since then, researchers have

used more elaborate mechanisms of quality

control, such as recruiting workers and issuing

a qualification or having workers validate

other workers’ work. Recently, literature has

begun to appear that offers helpful guidance

in the effective deployment of crowdsourcing

for evaluation.9

Video annotation is notoriously time consum-

ing because, unlike images or text, annotators
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must view an entire video. Crowdsourcing thus

has enormous potential to aid in the annota-

tion necessary to develop large-scale multi-

media data collections. The difficulty of

creating a HIT that uses video is twofold. First,

video is technically more challenging than dis-

playing text and images and is sensitive to the

workers’ browser configuration and bandwidth

connections. Developing video HITs requires

relatively more technical sophistication and

more time devoted to communicate with work-

ers who have technical issues. Second, with

video there is a large temptation for unserious

workers to only partially watch a video.10,11

Researchers have proposed various methods to

maintain quality control with video, including

a two-step recruitment process aimed at finding

workers willing to carry out a high-commitment

task.11 Within MediaEval, crowdsourcing is

used for ground truth creation not only because

it is cost effective, but because the workers’ be-

havior can give us insight into how humans

react to specific multimedia content, particu-

larly giving us a window on what is interesting

and important to human viewers. MediaEval

2010 used crowdsourcing to create a dataset

of self-reported boredom assessments for a set

of travelogue videos.11 In MediaEval 2011,

crowdsourcing was used to identify segments

of video that contain particularly interesting

statements.

The Blip10000 Dataset

The Blip10000 data collection was created

within a research effort dedicated to improv-

ing the combination of multimedia content

analysis, user-contributed information such

as tags and ratings, and the structure of social

communities.12 As such, the motivations for

dataset creation were largely technology

driven. However, to ensure that it would sup-

port the definition of real-world use cases, at-

tention was paid to choosing a data source

that would represent the activity of a naturally

existing multimedia community. During the

dataset construction process, we attempted to

preserve as many characteristics as possible of

the data’s context in the wild.

The Blip.tv content is created by users who

have gone beyond the point-and-shoot video

capture methods common on platforms such

as YouTube. Blip.tv contributors demonstrate at

least basic proficiency in filmmaking. Such con-

tent is generally referred to as semiprofessional

user-generated (SPUG) content, which tends

to be scripted or well thought out. In general,

it is aimed specifically at communicating a

message or opinion or at entertainment. Blip.tv

users publish video content in a series format

that follows the same pattern as television—

adhering to one particular format or topic, pub-

lishing at regular intervals, and targeting a

broad audience. Covering a range of topics

and styles, Blip.tv is representative of the gen-

eral SPUG phenomenon. Technically, Blip.tv

was a good choice for data collection because

the licensing information is available with vid-

eos, letting us create a dataset consisting of

exclusively Creative Commons licensed mate-

rial. The goal for the Blip10000 collection was

to collect 10,000 videos from Blip.tv. The set

actually includes 14,837 videos for a total of

3,500 hours. The collection also includes the

video metadata (titles, descriptions, uploader

ID, and tags assigned by the uploaders).

Many users tweet about Blip.tv videos, so

Twitter is also a good source of information

about the social network that contextualizes

the Blip.tv content. Technically, Twitter was a

good choice because we were able to easily es-

tablish the connection between Blip.tv and

tweets via the real-time search engine Topsy

(http://topsy.com). We collected videos from

any show on Blip.tv for which we knew from

Topsy that at least one episode from that

show had been mentioned in a tweet. Then,

we searched Topsy again to collect all users

that had mentioned any of these videos in

their tweets. This set of users was taken as

level 0 in our set. Up to 3,200 tweets were col-

lected for each level 0. The users with which

level 0 users communicate were taken as level 1

users, and their profiles were also collected.

The collection process stopped after we had col-

lected the users with which level 1 users com-

municate (level 2 users).

A subset of the Blip10000 data referred to as

ME10WWW has been used to develop three

tasks within MediaEval: the 2010 Wild Wild

Web (WWW) Tagging,13 2011 Genre Tagging,

and Rich Speech Retrieval tasks. ME10WWW

contains 1,974 episodes (247 development

and 1,727 test), consisting of approximately

350 hours of data. The episodes in

ME10WWW were chosen from 460 different

shows. A show with less than four episodes

was not considered for inclusion in the set.

ME10WWW was released with related resources
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that participants can use to approach tasks.

Shot boundaries and keyframes were extracted

by the Technical University of Berlin.14 Auto-

matic speech recognition (ASR) transcripts15

were generously provided by the Computer

Sciences Laboratory for Mechanics and Engi-

neering Sciences (LIMSI, www.limsi.fr) and

Vocapia Research (www.vocapia.com).

Genre Tagging Task

The Genre Tagging task involves assigning vid-

eos labels from 26 fixed genre categories: art,

autos and vehicles, business, citizen journal-

ism, comedy, conferences and other events,

default category, documentary, educational,

food and drink, gaming, health, literature,

movies and television, music and entertain-

ment, personal or autobiographical, politics,

religion, school and education, sports, tech-

nology, the environment, the mainstream

media, travel, video blogging, and Web devel-

opment and websites. Participants used

speech, audio, visual content, or metadata fea-

tures and approached the task as either a clas-

sification or IR task, following the techniques

used for the WWW Tagging Task.16 The use

case was chosen via the usage-driven view.

Blip.tv uses a set of genre categories to orga-

nize user videos, and we assumed that if this

set is used by Blip.tv it must be relevant and

useful for users. Thus, we adopted the Blip.tv

specified genre categories as the ground

truth. Although the ground truth was catego-

ries rather than user-contributed tags, we

used the name Genre Tagging to signal the re-

lationship with the 2010 WWW Tagging Task.

Using the genre category labels available on

Blip.tv made the generation of the ground

truth for this task affordable and freed up

resources in the community to devote more ef-

fort to algorithm development.

The usage-driven view is an appropriate

choice in this case because there is not a general

consensus in the multimedia community on

what constitutes a genre. Much work involving

visual features defines genre in terms of stylistic

categories that tend to be better reflected in the

visual channel—for example, the list anima-

tions, documentaries, movies, music, sports,

news, and commercials17 can be considered

typical of this view of genre. Google proposed

genre classification as an ACM Multimedia

Grand Challenge task in 2009 and 2010. The

task description suggested using the DMOZ

Open Directory Project (www.dmoz.org), with

top categories that are mainly topical (such as

‘‘health’’) or reflect intended audiences (such

as ‘‘kids and teens’’).

The nature of genre is an ongoing discussion

within the multimedia community and the com-

plexity of the question suggests that it is not easy,

or perhaps even useful, to strike a compromise.

Furthermore, adopting a specific notion of

genre from an unpartisan external source helps

to settle concerns that the choice of task might

be biased to a particular way of approaching

that task—for example, visual feature versus spo-

ken content based. Instead, we simply designed

algorithms to recreate a classification already in

use on the Web. This decision was well received

by the community, and the Genre Tagging task

was the most popular task in MediaEval 2011.

The 10 teams that completed the task

approached it with a balanced mix of tech-

niques and features. Results that the algorithms

achieved on the dataset are reported in full in

the MediaEval 2011 Working Notes Proceedings.13

Rich Speech Retrieval Task

The Rich Speech Retrieval task involves find-

ing the jump-in points in the test collection

that are relevant to the set of test queries. It

is considered a known-item task because it

models the information needs of a user who

is trying to refind a previously viewed video

segment. Each query is considered to have

only a single relevant result. This task consid-

ers richer information about the video than

merely the spoken content. In particular, the

queries express information needs using three

dimensions: the topical content, the speech

act, and the visual content. The task uses five

different functions of speech, represented as

speech acts: apology, definition, opinion,

promise, and warning. The Rich Speech Re-

trieval task takes the technology-driven view

on use case development. No existing system

can provide users with results based on speech

acts, but we conjecture that if the technology

existed that users would use it. We base our

motivation on the assumption that the rea-

sons that a user would search for a certain ut-

terance are related to the reasons that a

speaker would produce that utterance in the

first place. The similarity between the units

we use and the speech-act-like units that

have been used in dialogue act modeling18

provides further support for the idea that
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people would find it useful if we could carry

out retrieval on the basis of speech acts.

To carry out the rich retrieval tasks, it is nec-

essary to develop a system that responds to a

user query by retrieving a ranked list of jump-

in points. The ground truth for the develop-

ment set includes queries and the correspond-

ing reference jump-in points for each one and

is intended to be used to tune the system. The

ground truth creation includes identifying ap-

propriate pairs of a query and jump-in point

for use in the task (50 for test purposes and 30

for development purposes). The queries were

provided to participants in long and short

forms. Here is an example apology: ‘‘How

does Peter Busch, staff member of the Morning

Swim Show, save face after the faux pas he

made during his interview with Terry Deni-

son?’’ (long form) and ‘‘Peter Busch president

chairman Denison morning Swim Show’’

(short form). We defined the task with the ex-

pectation that participants would approach it

using features derived from speech, audio, vi-

sual content, or metadata. The MediaEval 2011

Working Notes Proceedings reports the results

achieved on this task.13

The query set was created for the task with

MTurk using a HIT that asked workers for two

contributions. First, they located portions of

the videos that they would be interested in

sharing online, and second, they contributed

a comment on what the video portion was

about (long form) and a query that would

allow them to refind the chosen portions

(short form). The first step in the HIT develop-

ment was to create a pilot HIT, have it be car-

ried out by a sizeable number of workers (we

used 55), and then review the results. The

pilot let us revise the form of the HIT to make

it easy to understand for the workers as well

as interesting to work on to discourage cheat-

ing. The initial pilot contained too many tech-

nical terms, such as transcript, quote, and

category, that we identified as confusing. We

revised the HIT by describing our task and refer-

encing video sharing, a familiar style of work-

ing with videos online.

The final formulation of the main question

in the HIT read as follows:

Imagine that you are watching videos on

YouTube. When you come across something

interesting you might want to share it on

Facebook, Twitter, or your favorite social

network. Now please watch this video and

search for an interesting video segment that

you would like to share with others because it

is (an apology, a definition, an opinion, a

promise, a warning).

Figure 1 shows a screenshot depicting the top

portion of the HIT (see http://blip.tv/morning-

swim-show/friday-september-12-2008-1260838).

We found it critical to include examples of each

of the speech act categories with the HIT. We

found that workers would only watch approxi-

mately the first three minutes of the videos

looking for suitable portions of video. We

addressed this issue by cutting the video into

segments to ensure that not all queries were

identified at the beginning of the video.

Initially we started with a HIT reward of

$0.11, but we discovered during the pilot that

the task was difficult and difficulty varied un-

predictably from video to video. In reaction,

we raised the HIT reward to $0.19 and included

a final question in which the workers could

identify their own bonus (between $0 to

$0.21), depending on how difficult they

found the HIT. We found that workers appreci-

ated our trust, and they appeared to do rela-

tively more careful work on our HIT. The final

set of 80 queries was taken from the set of

531 suggestions contributed by 311 workers.

Of these suggestions, 54 percent were accepted

as successful completions of the HIT (workers

received) and of the accepted HITs 72 percent

were chosen for inclusion in the query set.

Conclusion

The MediaEval Multimedia Benchmark exem-

plifies how community cooperation and

crowdsourcing can be leveraged to push for-

ward the state of the art in multimedia

research. As crowdsourcing techniques are ap-

plied to develop additional large-scale multi-

media data sets in the future, it will be

important the continue to emphasize good

task design, quality control, and conscientious

treatment of workers. Relevance to real-world

use scenarios and usefulness for multiple re-

search purposes will deserve careful consider-

ation. When it comes to choosing specific

use cases, multimedia dataset development

faces the challenge of maintaining the balance

between the technology- and usage-driven

views. The MediaEval community exploits

consensus on task selection as a way to prevent

wild goose chases after tasks that are com-

pletely infeasible or have no basis in practical
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application. At the same time, flexibility is

high enough to create a forum in which risk-

taking and innovation can flourish. MM
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