MOTIVATING CLASS-SPECIFIC NONLINEAR PROJECTIONS FOR FACE VERIFICATION
Georgios Goudelis, Stefanos Zafeiriou, Anastasios Tefas and loannis Pitas

Department of Informatics, Aristotle university of Thessaloniki, Greece

ABSTRACT tion Rate(FRR) achieved at a fixeHalse Acceptance Rate
(FAR) [4]. There the trade-off between FAR and FRR creates

In this paper we motivate the use of class-specific nonz% curve where FRR is plotted as a function of FAR. The per-

linear subspace methods for face verification. The problem 95 mance of a verification system is often quoted by a partic-
face verification is considered as a two-class problem (gen- lilar operating point of this curve where FAR=FRR [4]. This

glr'nn?xzftfnlgl]pssrliéfss') ezhsntlyp(;ﬁa:g?zScl)‘mg."éc?.'sns operating point is calle@qual Error Rate(EER). The EER
'nlalt o-classyrfblem )T?wl\; s a yer str'ctvl\'lmgat'Jon lo theWiII be used to quantify the performance of the tested meth-
! W P - TNIS 1S a very strict imitatl ods, in the experimental results section.

search of discriminant dimensions. As for the FLDA f§r
class problems) > 2) the transformation is not person spe-
cific. In order to remedy these limitations of FLDA, exploit 2. NONLINEAR CLASS-SPECIFIC DISCRIMINANT
the individuality of human faces and take into consideration FEATURE EXTRACTION
the fact that the distribution of facial images, under differ-
ent viewpoints, illumination variations and facial expressionin order to make use of kernel techniques the original input
is highly complex and non-linear, novel kernel discriminantspace is projected to an arbitrary-dimensional spadghe
algorithms are used. The new method is tested in the facgpaceF usually has the structure of a Hilbert space [2]). To
verification problem using various datasets where it is verifiedlo so, letp : z € R — ¢(z) € F be a nonlinear mapping
that it outperforms other commonly used kernel approachesfrom the input spac&” to the Hilbert spacer.
| P Letr be the reference person that will be used for defining
ndex Terms— Face verification, two-class problems, ker-

o i ) i
nel techniques, Fisher’s linear discriminant analysis. the person spem_flc algorithms. The genuine vectors §R.
of the person- will be denoted ap, = z; (z; € U,), while

the impostor imagesg; of the person will be denoted as
1. INTRODUCTION k; = z; (z; € Z,). Let alsop, kK andm be the mean vectors
of the genuine class, the impostor class and total mean of the
It is widely accepted that the distribution of facial images,facial vectors in the Hilbert spacE. Any functionk satisfy-
under different viewpoints, illumination variations and facialing the Mercer’s condition can be used as a kernel. The dot
expression is highly complex and non-linear [1, 2, 3]. Thus, groduct of¢(z;) andé(z;) in the Hilbert space can be calcu-
variety of nonlinear techniques has been developed in order tated without having to evaluate explicitly the mapping)
successfully capture the underlying nonlinearity of data an@sx(z;,z;) = ¢(z;)7¢(z;) (this is also known as the ker-
the most popular have been the so-called kernel techniquegl trick). The typical kernels that have been used have been
[1, 2, 3]. The two problems of face verification and recogni-polynomial and Radial Basis Functions (RBF). Kernels that
tion are conceptual different and should be treated differentlyio not satisfy the Mercer’s condition have been successfully
when extracting discriminant features for treating them. Orapplied for face recognition [3] [i.e., Fractional Polynomial
one hand face recogpnition is treated as a multiclass problervodels (FPM)] and have been considered in the experiments.
where the space is separated to various face classes. On the The criterion that is used in this paper, will be formed
other hand the strategy for face verification is to find classusing a simple similarity measure in the Hilbert sp#ceThis
specific projections that separate the genuine (client) clasdeasure quantifies the similarity of a given feature vegtor
from the impostor class. to the reference facial classin the subspace spanned by the
Moreover, there differences in the measures that are useglumns of the matrix® = [v, ... ], with ¢, € F. The
for evaluating the performance of both face verification andr, norm in the reduced space spanned by the columns, of
recognition. In many cases for evaluating the performancg used as similarity measure:
of a face recognition system, only the percentage of correctly
identified faces within a number of matches is adequate (recog- d,.(z) = ||®7(4(z) — p)||?
nition rate) [1, 2]. On the other hand the performance of face = tr[\IlT( #(z) — p)(¢(z) — p)T ¥ 1)
verification systems is measured in terms of Flaése Rejec- =K [yl (4(2) — p)(6(2) — p)T,]
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Fig. 1. a) Multiclass face recognition modelling; b) two Class face verification modelling; c) the distribution of the first
two features projected to the first two principal components; d) a simulation distribution derived from two bivariate normal
distributions for impostors and clients
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Fig. 2. Histograms of sample distances with: a)kernel Fisher’s discriminant analysis; b)kernel Fisher’'s discriminant analysis
with more than one dimensions by adding the a small noisy diagonal matrix to the between class scatter matrix; ¢) proposed
kernel discriminant analysis with only the first dimension; d) proposed kernel discriminant analysis with 100 dimensions.



which is actually the Euclidean distance of a projected santhat does not consider class distribution characteristics. For
ple to the projected mean of the reference class and is one tife simulation example in Figure 1d the KPCA resulted in an
most usually employed measures in pattern recognition aft00 dimensional space. The proposed approach has resulted
plications (i.e, distance from the center of the class). Thisn an 100 dimensional space, as well.
distance should be low for the samples of the genuine class Let that the similarity between a data sample, in the new
and should be high for the samples of the impostor class. space, and the genuine class, be measured using the Euclidean
Now, in order to find a discriminant linear transformation distance to center of the genuine class. The distribution of
in 7 we demand that the sum of the similarity measukgg)  the client and impostor similarities, after applying KFDA and
for all z € Z,. (impostor similarity measures) to be maximized CSKDA, with the client class can be found in Figure 2. The
while minimizing the sum of the similarity measurégz) for =~ zoomed area represents the distribution of the client distances.
all z € U,. (client similarity measures). Thus, the discriminantAs can be seen, in Figure 2a, when using the one dimensional
projectionsy; € F are found in the training set as the onesspace of KFDA the data are somewhat well separable. When
that maximize the ratio: more dimensions are kept by adding an diagonal matrix with
small noisy elements to the between-class scatter matrix, the

€z, r(2) i .
D*(¥) = % two classes are heavily confused (see Figure 2b).

_ _'izezr Hf;tr[q,biT(¢(z)7p)(¢(z)fp)T¢i] In many cases, in approximation and regularization the-
- ;EW Hf"zlg[’l/)?(¢(z)—p)(¢(z)—p)T¢i] ory [5, 3], a scaled version of the identity matrix is added to a
_EURbT L eq, (0(2)-P)(6(2)-P) 71 matrix in order to become invertible [5, 3]. The scaled version
o ';5;1 [ e (6(2)—P)(é(z)—P)T1P,] of the identity matrix is a simplified version of the noisy diag-
— 5 trip wep ) onal matrix that we have used in the experiments. Using this

¢ fiTl tf[;!ffB‘P%bi] fact, we provide a theoretical indication concerning why the
_ trrefwey) i ; ; ;
= WeTBTY] use of additional dimensions of between class scatter matrix

(2) deteriorates the performance. As can be proven the matrix (in
wherew? — ZzeIr((b(Z)_ﬁ)((b(Z)_b)T’ B® — Zzel/{r(d)(z)_the two class case) _[2] has only one eigenvgct_or that corre-
p)(¢(z) — p)T and tfM] is the trace of matri. Direct op- sponds to non null elger_wector. Let that we d|m|n|sh_ the r_luII
timization of D® (%) in F is an intractable problem due to the €igenvalues oB;’ by adding the scaled version of the identity
fact that botiW?® andB® are matrices with arbitrary dimen- Matrixas:
sions. Thus, in order to extract features by the above criterion
methods similar to [1, 2] have been uset)d/. The propose dis- Si¢=0eS8)¢to¢=Ce (8] +olC=0C @)

criminant analysis will be called CIass-SpeCifiC Kernel DiS-Whereo- > 0. Thus, the eigen\/ectors SEI) that Correspond to

criminant Analysis (CSKDA) in the rest of the paper. null eigenvalues are the same ones that correspond to eigen-
values equal to for the matrixSy® + 1. The property of the
3. MULTICLASS VERSUS TWO-CLASS projection to the null eigenvectors Sﬁ, that may indicates
MODELLING poor classification performance is that if for soes H,

CTSE’C = 0 then under the projectiog, for the two training

In Figures 1la and b the two different modelings (i.e, facamean vectors (genuine and impostor) in feature spadeis
recognition and face verification) can be seen. An examplealid that,¢” p = ¢”&. In other words under the projection
of two class face verification problem for 39 persons from¢ the two centersp, < fall in the same point, which means
the XM2VTS database, is illustrated in Figure 1c. For eventhat this projection does not help in separating the two classes
person the first two features, derived from the projection tdis not optimal in sense of FLDA, where this projection make
the two dominant eigenvectors of PCA (Principal Componenthe criterion equals to zero).
Analysis), are depicted. On the other hand the samples of the two classes are not

A simulation example can be found in Figure 1d wherewell separated using only the first dimension of the proposed
two classes have been created using bivariate normal distrrethod, but they become fully separated when using 100 di-
butions. The first class represents the client class, havingensions. Let that the maximum distance of the client sam-
50 samples, while the second one models the impostor clagses be considered as a threshold for accepting or rejecting a
containing 2000 samples. It is obvious that non-linear methelaim (this means that false rejection equals to zero). Using
ods should be applied in order to capture the distribution ofhis threshold, in Figure 3, a comparison of false acceptances
the data. In order to provide some first insights of the beneintroduced from KFDA, KPCA and the proposed techniques
fits of CSKDA, we have applied non-linear modelling usingfor various kept dimensions, is shown. As can be seen when
RBF kernels in the artificial data of Figure 1d. The kernelmore than one dimensions are kept for KFDA, by adding the
Fisher discriminant alternatives give a very limited subspacélentity matrix to the between class scatter matrix, the per-
of one dimension [1, 2, 5]. On the other hand Kernel PCAformance deteriorates and more false acceptances are intro-
[1, 2, 5] provides a set of features, but has the disadvantaghiced. On the other hand the performance of KPCA and the



Table 1. A Comparison of the best EERs measured using Gabor feature vectors and fractional polynomial models at various
feature extraction methods

Algorithm EER%-XM2VTS | EER%-ORL | EER%-Yale
Gabor + KPCA with Fractional Polynomial Models 10.2 5.3 7
Gabor + Best of Multiclass KFDA [1, 2, 3] with Fractional Polynomial Models 6.8 4.2 3.4
Gabor + CSKDA with Fractional Polynomial Models 3.3 3.2 1.6
proposed kernel technique increases with the number of kept 5. CONCLUSION
dimensions.
Face verification has been modelled as a nonlinear two class
o problem (clients vs impostors). The majority of discriminant
i o Keea feature extraction methods that are used for face recognition,
SR e are based on Fisher’s discriminant analysis. The analysis in

this paper indicates that: 1)the one dimensional space of two
class KFDA may be insufficient for correctly representing
data in two class cases, 2) simple tricks, like adding noisy
diagonal matrices to the between class scatter matrix, in or-
der to have larger KFDA spaces, deteriorate the performance
and 3) the proposed criterion provides a multidimensional
of ] space where the data can be well represented. Moreover our

e method has been tested in face verification using various face
P % e ot dmensions 0 0 databases, where they show to outperform many other popu-
lar kernel methods.
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